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Tena koe

These are challenging times to be planning the
future of an electricity network. As we navigate
this era of change in our industry and our world,
one thingis certain: our customers need us to
be ready for them to make the most of what the
future holds.

This Asset Management Plan charts Orion’s plans to develop and manage our network to meet the changing needs
of our community. At its core, it delivers on our commitment to 215,000 customers in central Canterbury to provide
one of the most safe, reliable and resilient electricity networks in New Zealand.

We are also building a network that is ready for the future. Our 2022 Asset Management Plan ensures we provide
the infrastructure to support continued strong growth in our region. It also outlines the beginning of the Orion
Group’s journey to explore new ways to serve our community in changing times - to deliver on our Purpose:

To power a cleaner and brighter future
for our community

Here at Orion we look forward to playing an important role in delivering an exciting energy future.

Naku noa, na

Nigel Barbour
Orion Group Chief Executive



Liability disclaimer

This Asset Management Plan (AMP) has been prepared and publicly
disclosed in accordance with the Electricity Distribution Information
Disclosure Determination 2012.

Some of the information and statements contained in this AMP are
comprised of, or are based on, assumptions, estimates, forecasts,
predictions and projections made by Orion New Zealand Limited (Orion).
In addition, some of the information and statements are based on actions
that Orion currently intends to take in the future. Circumstances will
change, assumptions and estimates may prove to be wrong, events may
not occur as forecasted, predicted or projected, and Orion may at a later
date decide to take different actions to those it currently intends to take.

Except for any statutory liability which cannot be excluded, Orion will
not be liable, whether in contract, tort (including negligence), equity or
otherwise, to compensate or indemnify any person for any loss, injury
or damage arising directly or indirectly from any person using, or relying
on any content of, this AMP.

When considering the content of this AMP, persons should take appropriate
expert advice in relation to their own circumstances and must rely solely
on their own judgement and expert advice obtained.
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Photo: participants in our Powerful Conversations workshops
provide their views on various decisions facing Orion.



Introducing our 2022
Asset Management Plan

This Asset Management Plan sets out Orion’s asset
management policy, strategy, practices and expenditure
forecasts for the next 10 years from 1 April 2022.

We share who we are and where we are headed, the
changes in our operating environment, the risks we face

in managing our assets, what our customers are telling us,
the condition of our assets and distribution system, how

we plan to care for and enhance them, and how we support
the delivery of this plan.

At the heart of this plan is our desire to balance the three
often conflicting dimensions of the World Energy Council's
definition of energy sustainability, the Energy Trilemma:
energy security, energy equity, and the environmental
sustainability of energy systems.

Like most businesses, over the past two years we’ve learned
to be more flexible and agile in how we operate to keep

the power on during challenging times. We’ve also been
preparing for a different future — one that focuses on
expanding our value to the community.

While placing our feet firmly on the ground, we’re excited to
be exploring new opportunities that will set a new, dynamic
direction for our future contribution to powering a cleaner
and brighter future for our community.

Our business is adapting to change

We are adapting to rapidly evolving customer needs fueled
by technology that is opening a world of new options for
powering their lives and businesses. Also compelling
change is the climate emergency which drives the need
for New Zealand to transition to a low carbon economy.

We have challenged ourselves to think about what that
changed future holds, and how the Orion Group needs to
evolve and adapt to remain relevant and proactively harness
opportunities in a fast-changing energy landscape.

Our Purpose and Group Strategy have set a new, dynamic
direction for the Orion Group that will lead us into new areas
beyond our traditional electricity distribution role.

While we look to new horizons, we remain strongly focused
on our core electricity network which is the foundation of the
service we provide to our community. This too will evolve as
the energy sector’s new era unfolds.

Throughout this AMP, two factors are strongly reflected in
our network’s programme of work.

Firstly, there are increasing demands on our infrastructure
due to sustained strong growth in our customer numbers.
We continue to experience higher than average growth in
our residential customer numbers as more multi-dwelling

units are built, suburban intensification grows in Otautahi

Christchurch and new housing developments continue to
expand in the Selwyn District and Halswell areas.

While placing our

feet firmly on the
ground, we're excited
to be exploring new
opportunities that will
set a new, dynamic
direction for our
future contribution

to powering a cleaner
and brighter future for
our community.

Secondly, also strongly reflected in this AMP are our plans to
evolve our network to serve our customers’ changing needs
in a very different energy future.

What’s new, what’s changed?

As we prepared this year’'s Asset Management Plan we
were conscious of the rapid rate of change in our business
context, our customers’ needs, and in the world around us.
It was important for us to review and adapt our planning to
suit changing circumstances - to remain relevant. From our
AMP 2021, we have made the following significant changes:

« Heightened our focus on the climate emergency
and our commitment to reducing our carbon emissions

- Implemented organisational change to deliver our
Group Strategy and better serve our community
in the future

- Established our Project Management Office and
Connetics as our Primary Service Delivery Partner

» Increased our engagement with our iwi partners

« Adopted an Enterprise Risk Management approach
and re-elevated the Alpine Fault risk

« Adjusted our programme of work because of COVID-19
impacts on our supply chain and equipment costs

« Commenced development of an integrated Customer
Relationship Management (CRM) system to improve
operational efficiency and customer service

« Provided more commentary and expenditure on the

LV network that is both connections driven and proactive
reinforcement

10 Year Asset Management Plan | Section1 | Summary
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Managing new risks

We have broadened our approach to managing our risks.

Orion has adopted the Enterprise Risk Management (ERM)
approach which ensures we have a complete, integrated,
group-wide focus on managing our strategic and operational
risks. ERM also enables Orion to make clear decisions
around opportunities.

We regularly evaluate our risks and mitigation strategies.

Based on new research, we have reviewed our crisis
management processes, business continuity and expenditure
plans to ensure we are prepared for the increased likelihood
of an Alpine Fault earthquake.

As an essential service provider Orion has been acutely
conscious of our responsibility to maintain vital power
services to our community throughout the COVID-19
pandemic. Orion is now very accustomed to working to
ensure we can continue to maintain essential power
services to our community and help in limiting the spread
of COVID-19.

We have also factored the pandemic’s impact on our
programme costs and supply chain into our financial and
project planning.

COVID-19 remains an important factor in our operating
environment. We monitor this situation closely as it
continues to evolve and proactively manage our risk
through a range of measures.

Ensuring customer experience
and performance meet targets

In a changing world, seeking out our customers’ views

and giving them a voice in our decision making is common
sense. Being customer-centric means we champion what
is important to our customers when making our asset
investment decisions and consider their needs in our

asset management practices. We ask customers for their
perspective on a wide range of topics including investment
priorities, how we might improve our communications, our
approach to preparing for the future, who is responsible for
keeping trees away from power lines and their opinions on
different pricing scenarios.

We measure our customers’ satisfaction with our
performance through a robust annual research programme.
We are proud to report our customers continue to rate

us highly and provide us with insights that help identify
opportunities to improve our performance. See Figure 4.3.1.

We measure our performance in asset management practice
through an independent assessment by WSP Opus using

an industry recognised tool, AMMAT. In our latest
assessment WSP Opus determined that Orion’s strong

asset management leadership and our focus on continuous
improvement were reflected in our achievement of

an outstanding score of Competent or Excellent in all
categories. See Figure 2.9.2.

COVID-19 remains an
important factorin our
operating environment.

For our performance against rigorous targets set by the
Commerce Commission and those we set ourselves,
see Table 4.5.1.

Data and digital drive improvements

We are increasingly using deeper levels of data analysis
to inform our asset lifecycle management approach and
improve customer service.

Drawing data together from a range of sources into a risk
assessment matrix, we have implemented a new inspection
and replacement programme for our subtransmission pole
fleet. Our new approach is identifying at risk poles more
accurately, improving the efficiency of our replacement
programme and most importantly, ensuring public safety.

We have established the basis of a Customer Relationship
Management system (CRM). An integrated CRM is the
foundation for building a single view of a customer and
their various touch points with us. It will provide enhanced
digital channels for our interactions with customers to
provide a high level of service in a more complex future.
For an overview of the other systems and process we use
to manage our network, see Section 8.7.

In a changing world,
seeking out our
customers’ views and
giving them avoicein
our decision making
Is common sense.
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Planning our network for growth
and new technology

Our capital expenditure keeps pace with the growing
demand on our network. This growth is both in the number
of customers we serve, and energy demand.

To support growth, eight of our ten significant programmes of
work expand our network capacity and increase resilience.

We are also investing in readying our network to enable
our customers to take advantage of technologies that give
them new ways to self-manage their energy consumption.

An increasing number of customers are considering installing
solar PV, putting excess solar generation or power stored
within a charged battery back into the grid, and considering
a move to electric vehicles. This means our customers’ usage
patterns are becoming more complicated as energy sources
become embedded across our distribution network. Our two
programmes for LV monitoring and reinforcement are an
important step towards ensuring our network is ready to help
power the future needs of the community. See Table 1.1.

When planning our programme of work for the coming year,
we have considered the impact of COVID-19 on our supply
chain and equipment costs. COVID-19 has caused extended
manufacturing and delivery times for some equipment which
has delayed the commencement of some projects. We have
also factored in the impact of increased equipment costs
and have deferred lower priority works.

Our project timings and budgets are set in an ideal

world which we know is not usually how things pann out.
Customer’s plans change, government implements new
policy and new opportunities present themselves. For these
reasons, fine-tuning naturally occurs closer to the time of
programme implementation.

For a list of our key capital and maintenance projects and
programmes, see Tables 11, 1.2 and 1.3.

Managing our assets

Orion takes a proactive approach to managing our

assets through extensive maintenance and replacement
programmes. We believe a planned approach is in the long-
term interests of our customers as it minimises outages,
addresses assets on a risk basis and is more cost effective.
A secondary advantage is that a consistent flow of work
maintains the competencies of our people and service
providers.

Our network capital expenditure is divided equally between
replacement programmes for end of life assets; and major
projects and new customer connections.

We reduce the impact of weather and plant failure

events by conducting regular proactive programmes and
approximately 65% of our network operational expenditure
is spent on inspections, testing and vegetation management.
The remaining 35% is spent on responding to service
interruptions and emergencies, the majority of which occur
on our overhead network and are largely weather related.

Restructuring to deliver
on our strategy for the future

To help us deliver on our Group Strategy, in October 2021 we
reshaped our organisational structure, business model and
leadership team to provide the focus and capability we need
now and into the future.

The Orion Group is now positioned to embrace a future

that calls for a broader approach to the challenges and
opportunities presented by the new era in the energy sector.
Our new structure has created the framework for us to build
a more sustainable business, explore new opportunities

to contribute to our community, and be more agile and
responsive to our customers’ changing needs.

These organisational changes and other initiatives to support
our community’s evolving needs, delivery of the projects in
this AMP and our increased focus on preparing for the future
will result in an increase in full time employees (FTEs) over
the period of this AMP.

The Orion Group is now
positioned to embrace

a future that calls for

a broader approach

to the challenges and
opportunities presented
by the newerain the
energy sector.

10 Year Asset Management Plan | Section1 | Summary
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Financial forecast

Over the next ten years we are forecasting total capital
expenditure of $1.1b and operational expenditure of $822m.
We will undertake expenditure wisely and provide our
customers with genuine value for that money.

Network capital expenditure

Over the 10 year period covered by this AMP, we project a
steady level of network capital expenditure to meet demand

from major industrial customers and ongoing strong growth
in residential customers. Our capex projections also support
maintenance of safety levels, and asset condition for asset
fleets and resilience.

Orion’s top ten network development programmes and their
drivers over this AMP period are listed in Table 1.1. A list of
our capital replacement programmes and their drivers over
this AMP period can be found in Table 1.2.

Figure 11 Total network capex forecast
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Operational expenditure

Our operating expenditure forecast shows an increase from
FY26 onwards as we invest in overhead system inspection
technology to obtain better condition information about
our assets. We have also anticipated increases in labour
rates particularly in contract rates with service providers

FY27 FY28 FY29 FY30 FY31 FY32

for emergency standby and repair work. Our opex forecast
is underpinned by our on-going programme of inspection,
testing and monitoring regimes. Our maintenance projects
and their strategic drivers over the AMP period can be found
in Table 1.3.

Figure 1.2 Total network opex forecast
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Expenditure changes
from 2021 AMP

Compared to last year’s AMP, the main changes in network
expenditure over this AMP period are:

An increase of $270m network capital expenditure due to:

« $69m — an increase in major and minor projects due to
residential and industrial growth as well as changes in
timing of projects to meet changes in customer needs

« $14.5m - an increase in LV projects with a need to
reinforce existing networks to cope with steady residential
demand increases

. $87m — an increase in asset replacement largely due to
new programmes to upgrade our LV network, including
the continued rollout of LV monitoring

. $68.5m — an increase in connections capex largely
due to the forecast increase in the number of new
connections within subdivisions, more multi-dwelling units
are built, and urban intensification grows

+ $5m — an increase in asset relocations due to
a subdivision requiring some 66kV lines to be
undergrounded

- $16m - additional costs to procure project management
resource

. $10m — an increase in internal labour towards the design
and engineering of the increased works programme

An increase of $85m network operational expenditure

due to:

« $25m — better scoping and pricing of our overhead
refurbishment work

. $60m - allowance to improve vegetation management
and better technology to inspect overhead lines

Delivering our works programme

We have transitioned away from a lowest conforming
tender model to a Primary Service Delivery Partner (PSDP)
contracting model. Connetics undertakes the role of the
Project Management Office and contracts construction

and maintenance services for overhead, substation and
underground assets from Connetics as our Primary Service
Delivery Partner and other service providers.

Our new contracting framework became operational in
October 2021 and has positioned Orion to more effectively
and efficiently deliver the programmes in this AMP.

In the following pages, Tables 11, 1.2 and 1.3 we
provide a list of our key capital and maintenance
projects and programmes and their alignment with

Orion Group’s strategic themes and project drivers.

10 Year Asset Management Plan | Section1 | Summary
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AMP section summary

This Asset Management Plan is divided into 10 Sections
which cover:

Section 1: Executive summary

Our Executive summary provides an overview of this Asset
Management Plan. Here we reflect on the recent changes in
Orion’s environment and journey, outline the key influences
and major factors and programmes of work that guide our
approach to managing our assets for the next 10 years.

Section 2: About our business

We deliver electricity to more than 215,000 homes and
businesses in Otautahi Christchurch and central Canterbury.
In this section we explain how our asset management
programme is driven by our Group Strategy, our Asset
Management Policy and we set out our project drivers.

Section 3: Managing risk

This section sets out our approach to managing the risks
facing our business as a lifeline utility, and the diligence
with which we approach risk management. We identify what
our key risks are and how we go about risk identification,
evaluation and treatment of these risks.

Section 4: Customer experience

Here we set out the different ways we listen to our
customers and other stakeholders. Being close to our
customers and keeping up with their changing needs
is central to our asset investment decisions and asset
management practices.

Section 4 details our customer engagement programme,
and our performance against our service level targets for
FY21 and our targets for the AMP period.

Section 5: About our network

This section details the footprint and configuration of our
network, and our asset management process. Here we
explain how Orion uses a lifecycle asset management
approach to govern our network assets. This process
balances cost, performance and risk over the whole of
an asset’s life.

Section 6: Planning our network

Here we detail our planning criteria, projections for energy
demand and growth, our network gap analysis and list our
proposed projects. Maximum network demand is the major
driver of investment in our network and here we discuss the
factors which are driving demand as our region continues to
grow. We also discuss how we are preparing for the future
and our customers’ adoption of technologies that will impact
on network demand and operational management.

Section 7: Managing our assets

Here we provide an overview of each of our 18 asset classes;
and outline an assessment of their asset health along with
our maintenance and replacement plans for each one.

Section 8: Supporting our business

This section provides an overview of the Orion teams who
together, enable our business to function. It outlines the
responsibilities of each team. It also describes organisational
changes and other initiatives to support continuous
improvement in operational efficiency and our increased
focus on preparing for the future.

Section 9: Financial forecasting

Here we set out our key forecasts for expenditure for the
next 10 years, based on programmes and projects detailed in
Sections 6 and 7. In summary form, we set out our capital and
operational expenditure for our network, and the business

as a whole, annually from FY23 to FY32.

Section 10: Our ability to deliver

Our ability to deliver our AMP relies on an appropriate level
of capable, experienced and skilled resource — both within
the Orion team, and via our service providers.

For details of our key philosophies, policies and processes
that enable us to deliver our works programme and AMP
objectives, see this section.

If you would like to know more about our approach to managing our assets
and our plans for the next ten years, please contact us on 0800 363 9898,

or by email at info@oriongroup.co.nz.

10 Year Asset Management Plan | Section1 | Summary
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Photo: Network Lifecycle Engineer Josh Pope is a member of the team that developed
our new power pole assessment and replacement programme. It is an example of how
our network upgrades are being increasingly driven by challenges to traditional thinking
and data analysis to deliver efficiencies.
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21 Purpose of our AMP

Our AMP sets out Orion’s plans for the maintenance and
development of our network assets and supporting systems
to ensure we meet our community’s needs now and into the
future. It explains the management practices we use to run
our electricity distribution business and how our network
contributes to the Orion Group Strategy. We update and
publish our 10 year AMP in March each year.

In an environment of rapid change and uncertainty, our AMP
reflects our best predictions of where we see our network
serving our community well in evolving times. We face this
uncertainty confident that our people and network have the
agility to respond as needed.

We are taking into account these factors:

« continuing strong growth in customer numbers

» changing customer needs and their desire for more
affordable energy

- the increasing impact of climate change

« urgency to decarbonise our economy

« the accelerating pace of change

« the rapid development of new technology that provides
customers with more options

+ the on-going impact of COVID-19, and how pandemics
have changed the way we work, and manage our
supply chain

« fluctuations in commodity prices

This plan is also created with the knowledge we have today
of our customers’ plans which can develop or change,
sometimes rapidly. We work closely with customers to
support their needs, adjusting and adapting our planning

as needed and possible.

While this AMP looks ahead for the 10 years from 1 April
2022, we are confident of our ability to be flexible, to adapt

to changing circumstances and adjust our planning in both
the short and long term as needed.

Our main focus is on the next three to five years, with the
highest level of certainty in the first year. Beyond three to
five years our forecasts are necessarily more indicative
as we respond to adjustments in the expectations of our
customers and community.

This AMP meets the requirements of the Electricity
Distribution Information Disclosure Determination 2012.
These requirements include:

+ asummary
« background and objectives

. target service levels

« details of assets covered and lifecycle management plans
- load forecasts, development and maintenance plans

- risk management, including policies, assessment
and mitigation
« performance measurement, evaluation and improvement
initiatives
A cross reference table showing how our AMP meets the
regulatory information disclosure requirements is shown in
Appendix B.

Our AMP goes beyond regulatory requirements. It also
considers what investments we need to make to support
our Purpose and Group Strategy. We aim to demonstrate
responsible stewardship of our electricity distribution
network, in the long term interests of our customers,
shareholders, electricity retailers, government agencies,
service providers, and the wider community.

We will optimise the long term costs at each point in the
lifecycle of every network asset group to meet target service
levels and future demand.

2.2 Our business

We own and operate the electricity distribution infrastructure
powering our customers and the community in Otautahi
Christchurch and central Canterbury. Our network is both
rural and urban and extends over 8,000 square kilometres
from the Waimakariri River in the north to the Rakaia River
in the south; from the Canterbury coast to Arthur’s Pass.

We deliver electricity to more than 215,000 homes and
businesses and are New Zealand’s third largest Electricity
Distribution Business.

Orion has a fully owned subsidiary, industry service provider
Connetics, and together with Orion the two organisations
make up the Orion Group.

Under economic regulation we are subject to a five-year
Default Price-Quality Path for FY21to FY25.

Rapidly changing technologies and New Zealand’s drive
for a low carbon future are providing opportunities for

our customers to produce, store, and consume electrical
energy rather than simply consuming energy provided to
them. This is changing the way we and our customers are
thinking about electricity, and will alter the demands on our
network assets and the services our customers require. It is
vital we enable customers' choices for their energy supply
and provide open access to our network. While many may
choose a degree of independence, the large majority of our
customers will continue to rely on power provided by our
network, if only as a back-up service.

Electricity distribution is an essential service that underpins
regional, community and economic wellbeing. It also has

a critical part to play in New Zealand’s transition to a
low-carbon economy. Orion is confident it has the agility
and capability to continue to serve its customers well

in an evolving energy landscape.
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2.3 Our local context

Central Canterbury is a place of growth and transformation,
embracing change and innovation. Otautahi Christchurch,
is a revitalised city in the heart of this diverse and vibrant
region.

Our service is vital to the wellbeing and livelihood of the
people and businesses who live and operate here.

This responsibility drives us to understand more about the
impacts of climate change on our operations, so our network
and our business can continue to be safe, reliable and
resilient. Climate change means central Canterbury is likely
to face more severe droughts and more extreme weather
events. Warmer summers may change traditional energy
consumption patterns. New technologies assisting the
transition to a low-carbon economy will also impact

our business.

Our report on the Climate Change Opportunities and Risks
for Orion provides our community with an understanding
of how climate risks and opportunities might impact our
business, and what we are doing to prepare for a changed
future. In December 2021, we announced our commitment
to achieving carbon neutrality for our corporate emissions
by June 2022. We were the first electricity company in
New Zealand to commit to this ambitious target.
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\

Main Divide
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The impacts of issues such as climate change, technology
advancements and energy equity play an increasingly
significant role in addressing social, environmental and
economic issues.

People and businesses continue to be drawn to settle

in central Canterbury, and growth in customer numbers
reached record levels at 4,100 new customers in FY21.

The level of growth is expected to taper off in the medium
term. Urban development in Otautahi Christchurch’s central
city in FY21included new residential developments and the
opening of Te Pae Christchurch Convention and Exhibition
Centre in December.

We know that people and businesses in our community
continue to feel the impact of COVID-19. For Orion, supply
chain issues, particularly in relation to increased equipment
costs, have affected our network maintenance and upgrade
programme and uncertainty around the arrival of some
critical equipment requires us to be flexible in our project
planning. With world-wide vaccination programmes

well underway, our hope is this situation will ease in the
coming year.
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2.4 Our Group Strategy

2.41 Our Group Purpose

Orion’s Group Purpose is central to all we do, and is the
touchstone for this AMP.

As New Zealand transitions to a low-carbon economy,

the energy sector has a critical part to play. Orion has
established its Purpose to be a vital player in that transition
for our community and our region. We are focused on
helping our community realise its dreams for a future that
is new, better, and more sustainable over the long term.
Our Group Strategy is changing the shape of Orion’s
contribution - to use the skills and expertise of the Orion
Group to meet the changing needs of our community today
and tomorrow.

2.4.2 Group Strategy

While it remains critical for Orion to provide our community
with confidence in their energy supply, we have also
challenged ourselves to think about what a changed future
holds, and how the Orion Group needs to evolve and adapt
to remain relevant and proactively harness opportunities in
a fast changing energy landscape.

Launched in 2020, our Group Strategy is now embedded
in our daily conversations and in our planning. While its
scope is wider than our AMP, it is the driving force behind
our network development and maintenance programmes
and initiatives. The foundation of this AMP is Orion’s
aspiration to be New Zealand’s most advanced electricity
network. See Figure 2.4.1.

Figure 2.41 Group Strategy framework

Purpose

Sustainable
Development Goals

Strategic Leadership

Foundation

Leadership &
Culture

Our Group Purpose is: Powering a cleaner and brighter

future for our communities. It encapsulates the contribution

we want to make to our community’s future wellbeing and

prosperity.

« Powering — conveys our commitment to taking action
and reinforces our focus on energy

« Cleaner — speaks to our commitment to assisting our
region and New Zealand’s transition to a low carbon
future and being environmentally sustainable

« Brighter — reflects our contribution to social and
economic prosperity

« Our communities — reflects our holistic view that includes
our people, our region and New Zealand

Sustainable Development Goals — are a subset of 17 United
Nations goals that define global sustainable development

priorities and aspirations. We consulted with a variety of our
key stakeholders who helped us select the seven goals that

Powering a cleaner and brighter future

Regional Prosperity Sector Transformation

New Zealand’s most advanced electricity network

Strategic Re-defining

Value

Agility

were most relevant to Orion, and where we could have the
most impact. They provide a common language that
enables us to collaborate and form partnerships with other
like-minded organisations.

Impacts — we will make a clear, measurable impact in these
three critical areas

Strategic themes — are the areas we are focusing on to
fulfil our Purpose

Our foundation — underpins all that we do; it is critical we
continue to perform our core network role exceptionally

Our enablers — the building blocks that will enable us to
achieve our Group Strategy

This AMP delivers on our commitment to operate

New Zealand’s most advanced electricity network and
undertake our core network role to the high standard
expected by our customers. It also outlines how our projects
and initiatives are aligned to our Group Strategy.

10 Year Asset Management Plan | Section2 | About our business
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2.5 Asset Management Plan development process

An overview of our AMP development and review process
is provided in Figure 2.5.1.

Our Orion Group Strategy sets the direction for our AMP

to ensure it delivers on our Purpose. The Group Strategy
takes a broad view of every aspect of the Group’s activities,
both existing and those we are exploring for the future.

The projects set out in this AMP help us deliver on our Group
Strategy in our core network business. As our future unfolds
we will see our AMP reflecting the growing integration of
new initiatives in service of a very different energy future.

Each year we aim to improve our AMP to take advantage
of customer insights, new information and new technology.
These innovations help us to remain one of the most
resilient, reliable and efficient electricity networks in the
country and move us closer to achieving our aspiration to
be New Zealand’s most advanced electricity network.

Our AMP development process is robust and includes
challenge from peers, our leadership team and board. It is a
collaborative effort that combines and leverages the talents,
skills and experience of our people. The development of our
final work plans are the result of working together, testing
and challenging our thinking, calibrating our direction against
customer feedback, and applying an open communication
and solutions based approach. Our work programmes

are tested with Orion's technical leaders, our leadership
team and our board to ensure we are building an efficient
and cost-effective delivery plan that meets our customer’s
expectations.

Our AMP is also presented to the wider Orion team
on an annual basis and is a valued reference point for
communications with external stakeholders.

A key aspect of our AMP development process is top down
challenge of expenditure proposals. Significant, high value

business cases and Asset Management Reports (AMRs) are
subject to review by management and the board.

Each yearwe aimto
improve our AMP to take
advantage of customer
insights, new information
and new technology.

2.51 Statement of Intent

This AMP is guided by our Group Strategy which sets

the direction for our Statement of Intent (SOI) and Group
Business Plan. The scope of our Group Strategy is wider
than our AMP which is focused on our electricity distribution
network.

Our SOl sets out the Group’s key roles, the scope of our
governance and relationship to shareholders, and the
Group’s intentions and performance targets for the next
three financial years.

In accordance with Section 39 of the Energy Companies
Act, we submit a draft SOI to our shareholders prior to each
financial year. After carefully considering shareholders’
comments on the draft, the Orion board approves our final
SOIl. Our approved SOl is then sent to our shareholders and
is published on our website.

2.5.2 Continuous improvement

We commission independent audits of our processes
and procedures to ensure we identify opportunities
for improvement and keep up to date with industry
best practice.

With our culture of continuous improvement, we also
actively look for new and better ways to do things in our
day to day operations.

During the past year we have made significant
improvements, including:

- Transitioning to a “Primary Service Delivery Partner”
(PSDP) contracting model that will enhance service
providers’ capability development and ensure they
have dedicated focus on health, safety, quality and
the environment.

« Overhauling our pole inspection, data collection and
replacement programme to more accurately identify those
needing to be replaced and more effectively programme
our work, which has increased our operational efficiency
and improved public safety.

« Initiating electronic data collection for our tree trimming
programme which has given us greater visibility of the
work in progress and improved quality control.

« Enhancing the real-time communication with customers
in our website’s outages section, to provide updates
on progress with restoration.

« Operating our auto-reclosers by network segment based
on localised weather data, which has reduced power
outages.
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25 Asset Management Plan development process continued

Figure 2.5:1 AMP development process

AMP development process

Group Strategy

Ensure alignment of
Group Strategy across

SOl, Business Plan, Asset
Management Policy and
Asset Management Strategy

Continuous
improvement and

monitoring

Track performance, report
and make operational
adjustments to improve
efficiency

AMR/Business

cases

Ensure data, systems, analysis
tools, capability, engineering
judgement and consideration
of stakeholder interests result
in appropriately documented
efficient and prudent
investment decisions

AMP

Effectively communicate
our expenditure plans,
both short and long term, in

a way that demonstrates our
best practice stewardship of
the electricity distribution
system

Our board

Our leadership

Our customers

Board approves
Group Strategy, SOI,
and group business plan

Leadership team
strategy sessions

Test asset management
focus areas with customers

Reconfirm asset
management strategic
drivers with board

Reconfirm strategy,
drivers and service level
assumptions

Link strategy to asset
management

Review actual vs forecast

expenditure, review asset

failure modes & report on
reliability performance,
calibrate/update CBRM

Customer Advisory
Panel consultation

Stakeholder consultation

Progress update
on AMP

Key AMRs and business
case as required

Assess network and
non-network alternatives.
Assess load/growth

Independent audits

Create/update AMRs
and business case

Ensure appropriate
resource and capability

AMP review, challenge

Network asset budget
challenge (August)

Signal key AMP
improvements, and key
expenditure step changes/
additions to board

Publish AMP.
AMP presentation to staff

Incorporate customer
feedback in economic
analysis

Incorporate customer
expectations and
stakeholder interests

Incorporate customer
expectations and
stakeholder interests
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2.6 Asset management framework

Our asset management framework provides structure and The framework as depicted in Figure 2.6.1 is essentially

process to ensure that: a hierarchy of documents and processes that provide for

- our decisions, plans, and actions are in alignment with clarity of purpose and alignment from our Purpose, Group
our Purpose, our Group Strategy, our asset management Strategy, Statement of Intent, Group Business Plan and
policy and the performance targets and key initiatives of asset management policy to our investment and operational
our SOl and Group Business Plan decisions and actions.

« we deliver our services with the required level of
dependability to meet our service obligations and
resilience to respond to high impact events

Figure 2.6 Orion’s asset management framework

Asset management framework Purpose

v

Group Strategy

Statement of Intent

O

Do
)e)

r > Group Business Plan

Asset Management Policy*

Asset management strategies*

a Asset Management

Development Plans

Asset management reports
and business cases

Alignment with customer interests

> Asset Management Plan
Asset Management
System and relevant
support elements N Implementation of asset
4 management plans
Asset Portfolio
\_ Performance evaluation
and improvements
* Embedded in the Asset Management Plan A\ 4
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2.7 Asset management policy

Our asset management policy is to use good asset
management practices to deliver on our Purpose, Group
Strategy and to consistently deliver a safe, reliable, resilient
and sustainable electricity service that meets our customers
needs. We are committed to regular reviews of our
processes and systems to ensure continuous improvement.

The aims of our asset management policy are to:
1. Enable customer choice
2. Lead ajust transition to a low carbon economy

3. Ensure our customers can access the benefits and
opportunities that new technology can provide

4. Provide a safe, resilient, reliable and sustainable
electricity service

5. Keep costs down and provide value for money for
our network investments

6. Meet the long-term interests of our customers and
shareholders

7. Embed safe working practices — for our employees,
service providers and the public

8. Provide excellent customer service
9. Recruit, develop and retain great people

10. Build effective relationships with relevant stakeholders —
including customers

11. Comply with relevant regulatory requirements

Our AMP sets out how we implement this policy,

by describing:

« how our AMP fits with our wider governance, Group
Strategy and planning practices

« how we engage with our customers to give them a
voice in our decision making

« ourtarget service levels
« our evaluation of our past performance

« our asset management practices — how we propose to
maintain and replace our key network assets over time

« our network development plans — how we propose to
meet changing demands on our network over time

« a picture of each asset class, its health, and maintenance
and replacement plans

- the team structure and resources we have in place to
deliver our plan

« our ten-year expenditure forecasts — capital and operating

Our senior leadership and technical leaders review our
AMP annually and review planned projects and expenditure
forecasts. Our leadership team provides a further review
before it is presented to the board for approval.

Our asset management
policy is to use good
asset management
practices to consistently
deliver a safe, reliable,
resilient and sustainable
electricity service

that meets our
customers’ needs.
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2.8 Asset management strategy

Our asset management strategy translates our Our asset management strategy reflects the external

Group Strategy into asset investment drivers and asset environment in which our network operates. Community
management objectives at an operational level. These are use of electricity and customer expectations are changing.
core considerations in our asset decision making to ensure Community dependence on electricity is increasing with the
we deliver on our Purpose and provide the service our adoption of new technology, electrification of transport and
community needs, now and into the future. the global movement to a low carbon economy.

Our objectives guide the development of our planning and We have aligned the drivers of investment in our assets
lifecycle activities, programmes of work and forecasts. to our Orion Group Strategy, see Figure 2.8.1.

They support the electricity sector’s transition to a
low-emission economy and Orion continuing to provide
long-term benefits to our customers and stakeholders.

Figure 2.8.1 Alignment of asset investment drivers to Orion Group Strategy

Re-imagining Ena Al . New Zealand’s
ngineering aligmen
the Future and future readiness Mos‘t .‘deanced Network performance
Network Electricity Network

Resilience

Customer
Inspired

Customer experience

Ongoing operational

Customer driven work S
optimisation

Powering the
Low Carbon
Economy

Sustainability Network lifecycle
and environment economics

Network security

Accelerating Future capability

R tati
Capability development eputation

Continuous

Lead & Grow

improvement
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2.8 Asset management strategy continued

Our asset management objectives and their link to the aims
of Orion's asset management policy are set out in Table 2.8.1.

Table 2.8.1 Alignment of asset management objectives to Orion Group Strategy and AMP Policy

Orion Investment Objectives AMP Policy
Group drivers aims — see
Strategy Section 2.7
Re-imaging Engineering Evolve our service and engineering approaches to keep pace with changes in our 1,2,3,45M
the Future alignment and customers' needs while maintaining standards, architectures and approaches that
Network future readiness  preserve both optionality and foundation focus areas
Customer Customer Leverage interactions and enhance engagement with our customers and stakeholders 1,3,6,8,10
Inspired experience to stimulate participation in our decision making
Co-create and deliver personalised end-to-end seamless service experiences
Build customer experiences that are consistent across all channels
Customer Be responsive to customer needs delivering cost effective and timely solutions 1,2,3,4,5,6,
driven work 8,10
Lead & Grow  Continuous Collect and manage optimum data and leverage that data to provide analytics and 1,2,3,4,5,
improvement insights that support informed decision making 6,8
Maintain and enhance our systems to provide new opportunities to interact with
and serve our customers
Accelerating Future Invest in human capability to enhance future success for individuals, our business 9
Capability capability and the sector
development Provide opportunities for our people to grow and contribute to our sector in service
of great outcomes for our community
Powering Sustainability Implement initiatives to reduce our carbon footprint 1,2,4
the Low and Be a proactive enabler of those seeking to reduce their carbon footprint
Carbon environmental . . . .
Economy Understand more about the risks and opportunities of climate change for our operations,
so our network and our business can continue to be safe, reliable and resilient
Support electrification of transport and use of distributed energy resources by enhancing
our knowledge of our LV systems
New Network Maintain and improve reliability outcomes through enhancement of our operational 4
Zealand’s performance processes and systems including the integration of equipment and control
most and PQ Make improvements to the Power Quality (PQ) to customers of an existing network
advanced improvements
electricity
network Resilience Through our collective knowledge, judgement and risk management framework mitigate 3,4
outcomes from High Impact Low Probability (HILP) events for our community
Have an adaptation plan
Safety So far as is reasonably practicable reduce the potential for harm to our people, service 3,4,6,7,9
providers and the public from our network assets and activities
Systems, processes and competencies set our people and service providers up for
safe outcomes
Develop and maintain standards, and apply safety-in-design principles that support
safe outcomes
Investigate incidents to ensure enterprise learning to prevent adverse safety outcomes
Ongoing Consider the life time implications of decision making on the extent of operational costs 5,6,8
operational Balance ongoing operational costs with other focus areas
optimisation
Network Care for existing assets to maximise their service while maintaining network performance 4,5,6,1
lifecycle Understand the risk criticality of our assets to inform the timing and extent of interventions
economics
Network Actively monitor network status against our security standard and address emerging 1,3,4,6,
security and constraints in a timely manner 10,1
power quality When addressing emerging constraints to system security consider scenarios and
alternatives including non-network alternatives to address the gap
Understand our customers and the choices they are making to inform our decision
making around the extent of security required
Enhance and address power quality where it has been impacted by system growth
Reputation Demonstrate vigilance and foresight to minimise events that result in loss such as 6,10
material or intangible damage and customer and stakeholder dissatisfaction
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2.9 Asset Management Maturity Assessment Tool (AMMAT)

As part of the Commerce Commission’s Information
Disclosure requirements, EDBs must provide an overview

An overview of the general criteria the standard requires
to be met for each maturity level is shown below.

of asset management documentation, controls and
review processes using an instrument known as the
Asset Management Maturity Assessment Tool (AMMAT).

Figure 2.91 AMMAT maturity levels

The elements required
by the function are
not in place.

The organisation
is in the process
of developing an
understanding of
the function.

The organisation has
a basic understanding
of the function.
Itis in the process
of deciding how
the elements of
the function will be
applied and has
started to apply them.

Maturity
Level 1

The organisation has
a good understanding
of the function.

It has decided how
the elements of
the function will
be applied and
work is progressing
on implementation.

Maturity
Level O

Maturity
Level 2

All elements of the
function are in place
and being applied
and are integrated.
Only minor
inconsistencies
may exist.

Maturity
Level 3

All processed and
approaches go beyond
the requirements of
PAS 55. The boundaries
of Asset Management
Development
are pushing to develop
new concepts
and ideas.

Maturity
Level 4

Aware

k Innocence J k

J k Developing J k Competent J k Excellent J

Figure 2.9.2 Orion’s maturity level scores

PAS-55 compliance
«— Qrion score 2020 Continual improvement
Corrective &

preventative action

= Qrion score 2021

Audit

Investigation of asset-related failures,
incidents and nonconformities

Performance and condition
monitoring

Life cycle activities

Legal and other requirements

Use and maintenance of asset risk information

Risk management process(es)

In June 2021 Orion again engaged WSP Opus to undertake
an independent assessment based on AMMAT and the EEA
guidelines. WSP Opus determined that Orion had narrowly
slipped back in five categories as we hadn’t implemented
improvement opportunities in development that will be
reflected in next year’s score. The increased score for
Communication, participation and engagement reflects new
initiatives and additional focus on this area.

Asset management policy

e Asset management strategy

Asset management plan(s)

Contingency planning

Structure, authority and
responsibilities

Outsourcing of asset
management activities

Training, awareness
and competence

Communication, participation
and consultation

Asset Management System documentation

Information management

Overall, Orion’s scores are industry leading and the
assessment concluded that: “WSP believed that Orion NZ
has engendered the right organisational culture change and
approach for long term asset management operations.”

For full results see Appendix F, Schedule 13.
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210 Stakeholder interests

Our key stakeholders and their interests are summarised
in Figure 210.1.

Throughout the development of our Group Strategy and
this AMP we take into account the needs of a variety of
stakeholders.

While each has their own perspective and individual needs,
our stakeholder engagement programme has identified
common themes that we take into consideration in our AMP
planning and project assessment processes.

Our stakeholders are consistent in their view of the
importance of Orion providing:

« Reliable service
« A network that is resilient

« Value for money

A sustainable business
Opportunities to provide their perspective

Being pragmatic about risk management — with the safety
of people paramount

Being disaster ready; quick to respond
Being future ready
Being prepared for climate change risks and opportunities

Being proactive in reducing our carbon emissions, and
helping others to reduce their emissions

Being a company they can trust

Figure 2.10.1 Stakeholders and their interests

Service providers

Having fair access to the business
is a core need of the service

providers and suppliers. They
seek consistent terms with

clear specifications, steady

workflows, project diversity,

information to assist
efficient resource

Lifeline utilities .
planning and support.

Preparedness,
readiness and
response in
HILP events.

Financial
institutions

Prudent financial
management and planning, and
the capacity for debts to be repaid
as they fall due. They need timely
and accurate information and key forecast
assumptions, as well as access to
senior management.

Retailers

Reliable service and effective engagement
with customers. Cost and value.

Putting our
stakeholders
at the heart of

Community

Security of supply, Iwi
safety, reliability,
community
partnerships,
sponsorships,
amenity, project
impacts,
climate change,
and pricing.

We are beginning our
journey to build relationships
with local iwi and runanga.

We respect the importance
of equity and recognise
energy affordability,
regional development,
and responsible
stewardship of
the natural
environment
are important
issues.

Customers

A reliable electricity
supply that is value for
money is key to these
stakeholders. This means ensuring
efficient fault restoration with
good communication
during events.

Orion team

Employees need a safe and healthy work
environment as well as job satisfaction.

Clear direction, responsibilities, accountability and
productivity play an important part in achieving this.
Diversity and inclusion, and opportunities
to participate.

everything
wedo

Transpower

Transpower needs to know the load
forecasts on Orion’s network, any technical
connection issues and details of any new
investments. They also have a vested
interest in security of supply.

Media

Outage information,
business strategy and
planning, environmental
protection, cost and prices,
issues management
and community
contribution.

Shareholders:

Christchurch

City Council
Holdings Ltd &

Shareholders seek a fair return on

Industry

Selwyn District Council

investment that is commensurate with
the risk of that investment. Efficiency, long
term value, sustainability, prudent financial
management and planning and security
of supply.

Government agencies

Economic efficiency, compliance with
regulations, consumer protection cost and value.
Environmental performance, low carbon
economy, sustainability. Also safety,
emergency management and response.

Industry
associations

Compliance, reliability,
safety, security of supply,
customer engagement, market
trends, compensation,
performance and
standards.

groups
Long term
planning, security
of supply, reliability,
partnerships.

10 Year Asset Management Plan | Section2 | About our business

35



210 Stakeholder interests continued

Figure 2.10.2 lists the key ways we identify the views and
interests of our stakeholders, support their interests in our
asset management planning and practice, and manage

conflicting interests that may arise.

Figure 2.10.2 Process for identifying stakeholder interests

Identify interest

through forums

1. Customer surveys,
workshops, advisory panel
and major customer forums

2. Reviews of major events
(storms), quality of supply
studies

3. Employee engagement
surveys

4. Supplier technical
assessment meetings

5. Service provider in-depth
interviews

6. Contract performance
reviews

7. 11 relationship management

8. Local government and
community group briefings

Support interest in asset
management practices

1. Customer demand forecasts

2. Coherent network planning,
security of supply standards

3. Safety plans, auditing and
compliance programmes

4. Standards and procedures
5. Risk management

6. Asset management reports

Manage conflicting

interest

1. Considering the needs of
stakeholders as part of our
high level planning

2. Balancing the cost of non-
supply and the investments
to provide the security
desired

3. Cost /benefit analysis

4. Our principal objective
pursuant to section 36 of
the Energies Company Act
being “.. to operate as a
successful business.”
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211 Accountabilities and responsibilities

Our network is managed and operated from our
administration office in Christchurch at 565 Wairakei Rd.
Our governance/management structure is as follows.

Figure 2111 Asset management structure

Orion Board
of Directors

Orion Group
Chief Executive

GM Future GM Electricity
Network Network

GM Purpose and GM Value
Performance Optimisation

| |
IR
| |
e
| |
oD e
| |
D (D
| |
Cmm e
(

GM Energy GM Growth and
Network Development

GM Data
and Digital
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211  Accountabilities and responsibilities continued

2.111 Board and executive governance

Our directors are appointed by our shareholders to govern
and direct our activities. The board meets 10 times a year
and receives formal updates from the leadership team of
progress against strategy, objectives, legislative compliance,
risk management and performance against targets.

Orion’s board of directors is the overall and final body
responsible for all decision-making within the company.

The board is responsible for the direction and control of the
company including Group Strategy, commercial performance,
business plans, policies, budgets and compliance with the
law. The board reviews and approves our revised 10 year
AMP prior to the start of each financial year (1 April).

The board also formally reviews and approves our key
company policies each year, including delegated authorities
and spending authorities. Each of the General Managers

in the Leadership Team is responsible for their budget and
operating within their delegated authorities.

211.2 Asset management governance

The asset management framework is governed by the
board, leadership team and the transformation and
investment team. Each people leader is responsible for

their part of the network opex and capex. The expenditure
for each asset class is also set out in the internal Asset
Management Reports (AMRs), which support this AMP. The
AMRSs are subjected to an internal approval process where
they go through several checkpoints including Orion's senior
technical people leaders and leadership team review.

A selection will be reviewed by the board.

For detailed responsibilities see Section 8.

212 Information systems

Historically, our information systems concentrated on

the development, management and operation of our
network assets. We continue to evolve these systems to
take advantage of new technology and support ongoing
improvements in productivity and service to our community.

Increasingly, data and digitisation are being used to inform
our decision making and we are extending our capability
around data, analytics and operational insights. We are also
investing in systems that create new opportunities to interact
with and serve our customers.

For a description of the functions of our main systems,
see Section 8.7.

Increasingly, data and
digitisation are being
used to informour
decision making and
we are extending our
capability around data,
analytics and
operational insights.
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213 Significant business assumptions

2131 Asset management processes
213141 Business structure and management drivers

We assume no major changes in the regulatory framework,
asset base through merger, changes of ownership and/or
requirements of stakeholders.

2131.2 Risk management

The assumptions regarding management of risk are largely
discussed in Section 3. Although we have planned for
processes and resources to ensure business continuity as

a result of a major event or equipment failure, we have not
included the actual consequences of a forecast/hypothetical
major event in our AMP forecasts.

21341.3 Service level targets

We have based our service level targets on customers’
views about the quality of service that they prefer. Extensive
consultation over many years tells us that customers want us
to deliver network reliability and resilience, and keep prices
down. To meet this expectation we look for the right balance
between costs for customers and network investment.

See Section 4 for a summary of our recent customer
engagement.

213.1.4 Network development

Section 6 of this AMP outlines projects that will ensure
that our network will continue to meet our customers’
expectations of service.

Our network pricing aims to promote active participation
from customers, for example, many of our major customers
respond to our price signals and reduce their demand when
our network is running at peak demand. We maintain a
watching brief on Transpower’s proposed changes to the
Transmission Pricing Methodology, due to take effect

in 2023.

Based on our Low Voltage network modelling undertaken to
date, we believe the majority of our LV network has sufficient
capacity to meet demand in the short to medium term.

The urgency to address climate change through
de-carbonising energy generation, transport and production
may accelerate the rate of change in energy demands.

As electric vehicles are adopted by more households and
businesses it is expected reinforcement above historic levels
will be required. Data on our low voltage network utilisation
will be critical to ensure we keep pace with customer needs.

The Government’s response to the Climate Change
Commission’s report may accelerate the rate of change, and
we are seeing an increase in utility-scale solar proposals
which if they become a reality may have some impact

on network supply and demand. We have assumed that
industry rules will ensure that generation connections will not
be subsidised by other industry participants, including Orion,
or customers.

2134.5 Lifecycle management of our assets

We have assumed no significant purchase/sale of network
assets or forced disconnection of uneconomic supplies other
than those discussed in the development of our network,
see Section 6.

The planned maintenance and replacement of our assets
is largely condition and risk based. This assumes prudent
risk management practices associated with good industry
practice to achieve the outcomes in line with our targeted
service levels. Our risk assessments are based on the
context of no significant changes to design standards,
regulatory obligations and also our other business drivers
and assumptions discussed in this section.

213.2 Changes to our business

All forecasts in this AMP have been prepared consistent with
the existing Orion business ownership and structure.

In October 2021, we transitioned to a Primary Service
Delivery Partner (PSDP) contracting model with Connetics
undertaking this role.

This new contracting model will help us more effectively and
efficiently meet our objectives by enhancing our partnership
with service providers. Our aim is to enhance capability
development, more efficiently plan work and optimise field
resources, and ensure our service providers have dedicated
focus on health, safety, quality and the environment.

213.3 Sources of uncertainty

Our ability to operate in a climate of uncertainty is essential
to our business’ sustainability and our ability to keep pace
with our customers’ needs. We have identified a range of
potential uncertainties that could impact our assumptions,
and considered a range of scenarios. We face these sources
of uncertainty confident in our ability to adjust our planning
if needed.

Potential uncertainties in our key assumptions include:

+ Regulation - future changes to regulation are unlikely
to reduce our targeted service levels and are likely to
continue the pressure for ensuring cost effective delivery
of network services. We believe that the structure of
our network pricing and our management processes
encourage the economic development of the network
and the chances of adverse significant changes in the
regulatory framework in this regard are low.

» Climate change - the Climate Change Commission’s
urging of the need for New Zealand to take bold and
urgent climate action and any significant changes in
Government policy could create transformational change
in our industry and service provision.

. Changing customer demand - the uptake of electric
vehicles, photovoltaic generation and battery storage is
forecast to increase. These forecasts are uncertain and
we have researched the impact of these technologies for
different uptake scenarios to inform our thinking.
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212

- The ongoing development of Otautahi Christchurch —
further development of Christchurch’s central city and
the future of the ‘red zone’ are influenced by the Crown,
Christchurch City Council and Otakaro Limited.

It is also influenced by private developers.

There is uncertainty regarding the timing and extent
of some key development projects.

- High growth scenario — growth scenarios form a
relatively narrow range. Our peak demand forecasts
include a range of scenarios to test the impact of
changing energy generation, consumption and storage
scenarios. The high growth scenarios do not cause a
material uplift in network constraints and hence a material
uplift in network investment or service provider resource
requirements. Large capacity requests from major
customers create manageable uncertainty.

- Resourcing of skilled service providers and employees
due to demand — Powerco successfully applied to
the Commerce Commission for a CPP and other EBDs
Wellington Electricity and Aurora have followed.
This will put further upward pressure on labour rates
and availability in the next period.

» COVID-19 - supply chain issues and uncertainty around
the extent and duration of the COVID-19 pandemic,
or other pandemics, may impact the plans described
in this AMP.

213.4 Price inflation

In this AMP our cost forecasts are stated in real dollars

in FY22 terms. For some of our regulatory disclosures in
Appendix F — the Report on Forecast Capital Expenditure
(Schedule 11a) and the Report on Forecast Operational
Expenditure (Schedule 11b) — we allow for price inflation and
forecast in nominal dollars in certain components of the
schedules.

We base our inflation assumptions on forecast information
provided by PwC. PwC uses and extrapolates information
provided by NZIER. We generally apply a labour cost index
(LCI) to the estimated labour component of capital and opex,
and a producer price index (PPI) to the other components of
our capital expenditure and operational expenditure.

We adjust the LCI forecast provided by PwC to reflect our
local view of wage and salary increases. This affects nominal
information contained within the system operations and
network support and business support forecasts contained
in Appendix F, Schedule 11b.

213.5 Potential differences between our
forecast and actual outcomes

Factors that may lead to material differences include:
» regulatory requirements may change

- customer demand may change and/or the requirement
for network resilience/reliability could change. This could
be driven by national policy, economic and/or technology
changes. This could lead to different levels of network
investment

Systems, processes and data management continued

« changes in demand and/or connection growth could
lead us to change the timing of our network projects

- one or more large energy customers/generators may
connect to our network requiring specific network
development projects

«  Government measures to keep New Zealanders safe
from any escalation in COVID-19 or other pandemics
may impact resource availability and delay our work
programme

« major equipment failure, a major natural disaster or cyber
attack may impact on our network requiring significant
response and recovery work. This may delay some
planned projects during the period until the network
is fully restored

- input costs and exchange rates and the cost of borrowing
may vary influencing the economics associated with some
projects. If higher costs are anticipated, some projects
may be abandoned, delayed or substituted

. changes to industry standards, inspection equipment
technologies and understanding of equipment failure
mechanisms may lead to changing asset service
specifications

« requirements for us to facilitate the rollout of a third
party communications network on our overhead network
could lead to substantial preparatory work to ensure the
network is capable of meeting required regulatory and
safety standards. This could lead to resource issues and
short-medium term increases in labour costs

Supply chainissues and
uncertainty around the
extent and duration of
the COVID-19 pandemic,
or other pandemics,
may impact the plans
described in this AMP.
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Photo: Connetics crew laying a new 66kV cable to increase the capacity and resilience
of the power network to support growth in Belfast and northern Christchurch.
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31 Introduction

Prudent risk management strengthens our ability to provide
an electricity delivery service that is safe, reliable, resilient
and sustainable.

In 2021 the Orion Group adopted an Enterprise Risk
Management (ERM) approach which ensures we have a
complete, integrated, group-wide focus on managing our
strategic and operational risks. ERM also enables Orion
to make clear decisions around opportunities.

Our ERM programme:

« supports the Orion Group’s Purpose, strategy
and objectives

« supports our community’s aspirations for a ‘liveable’
region that has strong connected communities, a healthy
environment and a prosperous economy

- identifies and manages significant and emerging risks

. enables us to make clear decisions around the
opportunities that are inherent in some risks

. stimulates continuous improvement
Our approach to ERM is grounded in our belief that:

« every person has a responsibility to identify and
manage risks

- a healthy and collaborative culture is a vital part of our
risk management

. risk management relies on good judgement, supported
by sound evidence

- risk management is all about creating and protecting
value for our customers, our community, our people
and our key stakeholders

« we can always improve

3.2 Ourrisk context

Our risk context is complex and dynamic. The energy sector
is moving through a period of unprecedented change,
while at the same time, we are contending with the global
challenges of climate change and the COVID-19 pandemic.

Electricity is a fundamental necessity in the modern world
particularly as our community shifts away from fossil fuels.
We expect this reliance on our service to continue for the
long-term.

Our community will increasingly depend on our electricity
distribution service, so it's essential we identify and manage
our key risks. Our community especially depends on
electricity during and after high impact low probability (HILP)
events such as major earthquakes or storms.

Our lifelines responsibilities are set out in Section 60 of the
Civil Defence Emergency Management (CDEM) Act. As a key
lifelines utility, we .. must be able to function to the fullest
possible extent, even though this may be at a reduced level,
during and after an emergency.’.

As further context, our service region:

« is a significant earthquake zone. For example, recent
research from Te Herenga Waka—Victoria University of
Wellington estimates that there is a 75% chance of a major
Alpine Fault earthquake in the next 50 years

« has cold winters and is subject to weather extremes —
including snow and/or wind storms

« has no reticulated natural gas

« has urban ‘clean air’ restrictions on the use of solid
fuel heating

We also know that:

« we are in the midst of a climate change emergency,
and there is increasing urgency to address this issue and
report on our adaptation plans

» our customers will increasingly convert from carbon-
based fuels to renewable energy sources

Our community will
increasingly depend

on our electricity
distribution service, so
it’s essential we identify
and manage our key risks.

« our customers will increasingly inject energy back into
our electricity distribution network

« global risk sources such as pandemics and cyber-
crime are increasing in their likelihood and potential
consequences

- the pace of technology change will continue to increase

« other lifelines utilities in our region depend on electricity,
and this interdependency is important

« electricity distribution networks have specific hazards
and risk sources by their very nature

« Electricity Distribution Businesses and the wider electricity
sector are highly-regulated

- the Energy Companies Act requires that our principal
objective shall be to operate as a successful business

- we are publicly accountable to our customers, our
community, our shareholders and industry regulators

- our shareholders are also publicly accountable to
our community
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3.3 What our community wants from us

In light of our risk context and through our ongoing customer
engagement, we know our customers and community

want us to provide a safe, reliable, resilient and sustainable
electricity delivery service — see Sections 4.2 and 4.3.

Our previous earthquake experience tells us High-Impact-
Low-Probability (HILP) events can cause extensive damage
to our assets and prolonged power outages.

Our customers and community may suffer extreme adverse
impacts financially or on other dimensions of their wellbeing
from prolonged or frequent interruptions to their power
supply, especially if they happen in winter.

For these reasons, we will:

« use the most reliable and comprehensive information
to identify, assess and treat our key risks

« apply our experience, knowledge and good judgement
to take reasonably practicable and timely steps to treat
our key risks, including those driven by climate change

We especially focus on our critical network assets and
systems, for example our network control systems and our
33kV and 66kV sub-transmission assets, as these high
voltage assets supply the greatest numbers of our customers
and they can be the most complex to repair or replace if they
are damaged.

3.4 Our approach to risk management

3.41

Our ERM process is consistent with the international risk
management standard ISO 31000:2018.

Our Enterprise Risk Management process

3.4.2 Our risk management appetite

In matters of health and safety and key operational risks,
our risk management appetite remains low. In other areas
our risk management appetite is assessed to consider the
potential upside in a situation, and how we might manage
our response to leverage the possibilities it presents.

3.4.3 Our climate change risk management

Climate change presents risks and opportunities to Orion
strategically, in addition to those it presents in our physical
environment and operationally. To effectively deliver on
our Purpose - Powering a cleaner and brighter future for
our community - we must consider the risk and opportunity
inherent in changing strategies, government policy or
investments as our community works to reduce its carbon
emissions.

We group the opportunities and risks related to climate
change into three categories:

- upside growth opportunities — demand for our electricity
delivery service will continue to grow as our community
continues to shift from burning fossil fuels to renewable
electricity

- physical risks — these can be event-driven, such as more
frequent and severe storms, or longer-term shifts such
as gradual rising temperatures and sea levels

- transition risks — these can be wider changes with
strategic impacts — such as to the economy, regulation,
technology, insurance markets or community preferences
and behaviours

Overall, we continue to believe that our upside growth
opportunities from climate change will outweigh our
physical and transition risks over the next ten years.

In fact, we believe that we have an important role to help
our community decarbonise — for example by encouraging

the uptake of EVs and the conversion of process heat to
electricity. This continued growth and reliance on electricity
reinforces our asset management strategy to continue to
invest to have a safe, resilient, reliable and sustainable
electricity distribution network.

Our largest potential operational impacts relate to vegetation
and more frequent and severe storms that will affect our
largely overhead rural network. We worked with NIWA during
2021 to quantify the risk to our overhead network from our
changing climate.

We already engineer and lifecycle-manage our network to be
resilient to storms and have active vegetation management
programmes in place. Our team continues to improve our
understanding of climate effects on our network to adapt and
mitigate risks where appropriate, or reasonably practicable.

We assess our transition risks as moderate over the next
ten years, with the largest potential impacts relating to the
pace of introduction of new technology and the speed of
any transition. Because of the unknown nature of these
changes and the technology that accompanies them, we
prefer to view this risk as an opportunity. We believe our

Overall, we continue to
believe that our upside
growth opportunities
from climate change will
outweigh our physical
and transition risks over
the next ten years.
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34 Our approach to risk management continued

best management lies in promotion of an adaptable and
agile business that can quickly adopt or accommodate new
innovations. Adverse regulation could also potentially impact
the level or structure of our delivery pricing, or could relate
to operational aspects of our business.

In 2020, we published our first annual report in accordance
with the guidelines published by the Task Force for
Climate-related Disclosures (TFCD). Our Climate Change
Opportunities and Risks for Orion report is available on

our website.

3.4.4 Our network risk management

We are proactive and prudent managers of central
Canterbury's electricity network. We continuously improve
how we:

» forecast customer demand for our services — including
the potential impacts of new technologies, climate
regulation and our changing environment

- plan and build for network safety, capacity, resilience
and reliability

« monitor, maintain and enhance the condition of our key
assets and systems via our ongoing lifecycle management

. operate, monitor and control access to our network

« maintain an appropriate level of redundancy and
emergency spares

« maintain and develop competent employees and
service providers

« maintain an effective vegetation management programme

- otherwise identify, assess and manage our key risks

3.4.5 Our people risk management

We achieve effective risk management via our people,
and our aim is to have:

+ a healthy and safe workplace

» aresilient workforce

» a collaborative, diverse and inclusive culture

. effective employee recruitment and retention processes
« effective capability development and training

» effective long-term succession planning

We also support wider industry competency initiatives —
for example:

« the Energy Academy

» the Ara Trades Innovation Centre, which has an electricity
distribution trades training centre

» the University of Canterbury’s Power Engineering
Excellence Trust

Our aspiration is to be an employer of choice. Our focus on

the wellbeing of our people, flexible working practices and

a learning environment support us on this journey.

3.4.6 Our commercial and financial
risk management

Our revenue supports ongoing investment to meet the

long-term interests of our shareholders, customers and

community. We manage our commercial and financial risks

through:

. providing great service

- appropriate delivery service agreements and constructive
engagement with electricity retailers and major customers

« active engagement with regulatory agencies

- prudent financial policies and procedures

« robust internal controls including a business assurance
programme

3.4.7 Our regulatory risk management

The electricity industry is highly regulated, via multiple
regulatory agencies. We aim to comply with our obligations
and to constructively engage with agencies on key
regulatory developments.

3.4.8 Ourinsurance

To transfer some of our financial risk, we have the following
insurances in place — consistent with good industry practice:

« our material damage insurance policy insures us against
physical loss or damage to specified buildings, plant,
equipment, zone and distribution substation buildings and
contents — and is based on assessed replacement values

« our business interruption insurance policy indemnifies
us for increased costs and reduced revenues as a
consequence of damage to insured assets — with an
indemnity period of 18 months

- we have a number of liability policies — including
directors and officers, professional indemnity, public
liability, statutory liability and contract works

Our key uninsured risks, which are effectively uninsurable

for all Electricity Distribution Businesses (EDBs), are:

« lost revenues — although the Commerce Commission now
allows EDBs to recover uninsurable lower revenues from
customers in later years. This ability to recover is capped
at 20% of annual delivery revenues

« damage to overhead lines and underground cables

We also require our key network service providers and

suppliers to have appropriate insurance for:

- third party liabilities

« plant and equipment

« motor vehicle third party

« product liability
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3.5 Our risk management responsibilities

3.541

Orion’s board of directors oversees the key strategic and
operational risks that have the greatest potential to adversely
affect the achievement of our objectives. Management
regularly reports to the board on key risks, emerging risks
and environmental context.

Our everyday risk management

We also seek independent expert advice when appropriate.

Our everyday risk management is mostly handled by line
management as part of their normal duties. We also have
three teams that support line management to undertake
risk management:

» Head of Group risk and reporting — coordinates our
management and governance processes, our ERM
framework and our insurance programme

- Quality, Health, Safety — six FTEs help our line
management to continuously improve our processes
in these areas

- Risk steering committee — this was established in 2020
as an ongoing cross-functional and diverse team of
people leaders and employees who provide support,
guidance and oversight to the organisation’s identification
and management of current and emerging risks.

The board audit risk committee also oversees an active
assurance programme, that is facilitated by an independent
chartered accounting firm.

The Civil Defence Emergency Management Act 2002

(CDEM) requires us to:

« function during and after an emergency, and have plans
to support this

« participate in CDEM planning at national and regional
level if requested

« provide technical advice on CDEM issues where required

- align our business continuity responsibilities using
Civil Defence’s 4Rs approach to resilience planning —
reduce, ready, respond and recover

3.5.2 Our HILP/crisis risk management

High impact low probability (HILP) events such as natural
disasters, pandemics or cyber-attacks necessitate situation
specific reporting and responsibility structures. Each HILP
event is different, so we expect to plan-to-plan following
such events.

Orion’s board of
directors oversees
the key strategic and
operational risks that
have the greatest
potential to affect the
achievement of our
objectives.
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35

Our risk management responsibilities

Figure 3.5.1 Our HILP and crisis risk management responsibilities

Overall business continuity
Group Chief Executive

Public communication
Head of Customer and Communications

CDEM network overview
GM Electricity Network

Crisis management
Crisis management team

Reduce
Head of Network Transformation
and Investment

Ready

Head of Operations

Reduce — means we implement measures in advance
so that the impacts of future HILP events will be less.

An example of this is that we are planning to replace the
remaining 40km of our oil filled 66kV cables which are
vulnerable in an earthquake - a risk that is heighted with
the increased chances of an Alpine Fault earthquake.
We have also invested in increased IT controls against
malicious cyber-attack.

Ready — means we have the people, resources and
procedures in place or available to respond to a future
event. A good example of this is that we smooth our
planned network opex and capex over time so our key
service providers have planned workflows that can be
put on hold when HILP events occur.

Our readiness delivers on our focus to continually
improve our network and business resilience. Addressing
this foreseeable risk means that in the event of a major
event, we can respond efficiently using our systems,
resources and recovery processes, and power will be
restored as quickly as possible.

Respond — means we deal with the immediate and short-
term impacts of HILP events. We first seek to understand
what has occurred and the main impacts, and we then
plan and prioritise measures to ensure a response that
has the greatest benefit for the greatest numbers of
customers in the shortest practicable time — this approach
is what we refer to as plan-to-plan.

Recover
Head of Network Delivery

Respond

Control Centre Manager

Recover — means we deal with the medium to long term
impacts of HILP events. We prioritise and plan our major
works to restore our network condition and capability
over an appropriate period. Our recover phase can

also involve prudent upgrades to parts of our network,
given our new risk learnings and new context from the
HILP event.

A good example of this is that following the Canterbury
earthquakes, we invested to increase the resilience of
our network IT and communications systems, our 66kV
underground cables in the east and north of Christchurch,
and our base for our key emergency service provider,
Connetics.

Our readiness delivers
on our focus to
continually improve
our network and
business resilience.
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3.6 Ourrisk assessments and risk evaluations

3.61 Our risk assessments

We assess the potential consequences and the likelihood
of those potential consequences for our different types of
risk areas, such as:

« HILP events

» health and safety

« pandemics

» business continuity and resilience
« people and competence

» supply chain and procurement

« project management

+ environment

» climate change

» sustainability

. financial

. strategic

« network capacity and reliability

« IT systems — including cyber security
- legislation and regulation

. reputation

We assess our risks in a consistent way and have high-level
guidelines to help our judgements. These are guidelines
rather than rules, because unique contexts can affect any
situation.

When appropriate, we engage independent experts to

help us assess and evaluate our risks and risk controls.

Our risk guidelines have heatmap scores for our risk
assessments. These rank risks from 1to 25 as shown in
Table 3.6.1.

Table 3.6.1 Our risk assessment guidelines

Consequence
Likelihood
Minor Moderate Serious Major Severe

Almost certain  95% t0 100% 6 e e EIE
Likely 65% to 94% 5 9 15 21 _
Unlikely 6% to 34% _ 7 1 16 20

X Our likelihood rating guidelines also Our consequence rating guidelines aim to inform our
R's.k inform our judgement. Likelihood takes judgements. We recognise there could be several different
ratings into consideration the external and industry credible consequences that need to be considered for any

- context as well as the history of occurrence. event or risk source — for example, safety, financial and
. When considering likelihood, we consider reputation. We consider credible consequences that could

ety el relevant issues such as: occur and their potential severity:
High « how often a task is carried out, or how « our consequence ratings aim to reflect credible scenarios,
Medium often a situation might occur given our context and risk treatments

« how and when the consequence might
- occur and to whom

- relevant evidence and history

« new factors that might make history

less relevant

- our likelihood ratings reflect those credible scenarios,
including the risk that our current risk treatments and
controls are ineffective

We assess ourrisks in a
consistent way and have
high-level guidelines to
help our judgements.
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3.6 Our risk assessments and risk evaluations continued

3.6.2 Our risk evaluations

When we evaluate our risks, we decide what to do about As an extra step, we consider our wider context, using
them, if anything. We summarise our five major options for good experience, knowledge and judgement. We ask:
action or otherwise, and our framework for deciding which Given our wider context, can we live with our risk

option to take, as shown in Figure 3.6.1. assessment rating for this risk, or do we need to change it

by way of risk treatment or transfer?

—

Exercise good Consider the
judgement wider context

Figure 3.6.1 Our five main risk evaluation options

Increase
the risk

Treat the risk

Consider Be
wider factors/ Accept Transfer reasonably
offsets the risk the risk practicable

Consider
opportunities

As a general principle, the higher the risk the more decisively
we act. Our overall action and escalation guideline is shown
in Table 3.6.2.

Table 3.6.2 Our risk treatment and escalation guidelines

Risk How to respond When to escalate Who to
ratings

Take immediate and decisive action to treat risk Immediate, and as appropriate  Integrated Leadership

Team/board
Take timely action to treat risk Monthly, and as appropriate Integrated Leadership
Team/board
High Treat risk if reasonably practicable Quarterly, and as appropriate People leader/Integrated

Leadership Team

Consider treating risk if reasonably practicable Annual, and as appropriate Line/job manager

Accept risk, manage as per normal procedures  Annual, and as appropriate Line/job manager
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3.7 Our key operational risks

Our key operational risks are:

Table 3.71 Our key risks

Key risks
Health and safety

Natural disaster

Weather event

Serious cyber security breach

Pandemic

Major network asset failure

Examples
Fatality or permanent disability to a worker, service provider or other person

HILP events — for example, major earthquake, tsunami triggered by a major
earthquake or severe storm

Weather event that results in significant business disruption — becoming more
frequent due to climate change

Security breach that especially affects our network control systems

Pandemic that causes business continuity issues; impacts on costs, the supply chain,
people capacity

Extensive network asset damage and/or extended outages to many customers

Our overall assessments for these key risk categories are
shown in Table 3.7.2. The ratings in Table 3.7.2 are as at
March 2022, and are regularly reviewed.

Table 3.7.2 Our overall operational key risk assessments

Consequence
Likelihood
Minor Moderate Serious Major Severe
0 N
Likety 6% 10 94% |
Possible 35% to 64% _ (7) (5 )
Unlikely 6% to 34% _ (‘6 )
we  ovoss [ M © o

° Serious health and safety incident that
causes a fatality

a Serious health and safety incident that
causes serious injury

e Major earthquake — could also trigger tsunami

In the following pages we detail our key risks along with
the main mitigation and controls we use to manage them.

3.71 Health and safety

Ensuring our people can work safely and our community
can go about its daily life in a safe, healthy and sustainable
environment is not simply a matter of compliance - it is
embedded in our culture.

We continue to strengthen our quality, health and safety
focus. We're vigilant in identifying and assessing risks, and
continually improving our processes and outcomes.

We aim to actively identify, assess and manage the critical

Weather event
Pandemic
Cyber security breach

Major network asset failure

risks typically associated with operating an electricity

distribution network by:

« maintaining well-developed and documented policies
and procedures

« engaging with trained and competent field workers
who can work in complex and dynamic environments

« working with our service providers to encourage safer
practices when working around Orion infrastructure

- utilising remotely operated devices to monitor and
operate aspects of our network

. taking a collaborative, learnings-based focus for all
safety incident and investigations
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37 Our key operational risks continued

« continuously improving our risk management and
reporting
« conducting public safety education campaigns

- applying quality assurance oversight to provide
a better overview of interrelated factors

We have dedicated teams of people to help us maintain
a focus on the health, safety and wellbeing of our people,
our service providers, and our community.

In addition, our Health and Safety and our Public and

Asset Safety Committees have employee representatives
from across Orion who meet regularly to review incidents,
opportunities for improvement in work practices and the
work environment, and assist in the education of our people.

We recruit, train, and equip our team members appropriately
for their roles. We understand our people are faced with
challenging decisions each day — therefore we support
them with a wellbeing programme aimed at ensuring our
team members are fit to be at work and safely carry out their
duties.

We actively consider potential health and safety risks when
we design and construct new network components, through
our documented ‘safety in design’ process.

We collaborate with our neighbouring and national networks,
and industry associations such as the EEA and the ENA, to
share knowledge and help us understand our industry risks
and what is considered ‘good practice’ management of
those risks.

Much of the field work on our network is carried out by
approved network service providers. We require our network
service providers to have an equivalent health and safety
management system to our own. We ensure our network
service providers conform to our requirements through

our formal contract management process and our auditing
programme.

As with all electricity distributors, the Electricity (Safety)
Regulations 2010 require us to have an audited public

safety management system, with the aim to promote public
health and safety, and the prevention of damage to property
around the supply and use of electricity. To demonstrate we
conform with this requirement, we are independently audited
at regular intervals against NZS7901 Electricity and Gas
Industries — Safety Management Systems for Public Safety,
and have been assessed as meeting the requirements.

To protect our community from potential harm associated
with our infrastructure, we have documented policies and
procedures, and create physical barriers which restrict
access to our electrical network infrastructure. We:

« prevent access to restricted areas by the public and
unauthorised personnel

» prevent inadvertent access to areas by authorised
personnel

« prevent entry by opportunist intruders without
specialised tools

« slow or impede determined intruders

« ensure ground mounted infrastructure in public areas
such as kiosks and distribution boxes are designed to be
safe to touch.

Electricity is hazardous and regardless of our extensive
programme of prudent, proactive measures our risk rating
for health and safety is high. At all times, there is credible
potential for a member of our team, a service provider or
person in our community to suffer a serious injury or a
tragic fatality.

This compels us to have effective quality, health and safety
performance and continual vigilance by every team member.

3.7.2 Natural disaster
3.7.214 Major earthquake

The Canterbury and Kaikoura earthquakes of 2010, 2011
and 2016 indicate that our region’s greatest natural disaster
risk is a major earthquake. A future major earthquake could
be caused by the Alpine Fault or by other known or
unknown faults.

A recent Te Herenga Waka—Victoria University of Wellington
study indicates a 75% chance of a major Alpine Fault
earthquake in the next 50 years. The research also indicates
an 82% chance of the earthquake being magnitude 8

or higher. We have assessed the risk of an Alpine Fault
earthquake as severe and moved the likelihood to possible.
We have reviewed our crisis management processes and
business continuity plans to ensure that we are prepared for
this increased likelihood.

Ourregion’s greatest
natural disaster risk
is a major earthquake.

An Alpine Fault earthquake would be centred further away
from our urban network and would not be as sharp as

the 22 February 2011 earthquake, but it would have a far
longer duration, perhaps some minutes. This would test
the resilience of our network in different ways to 2011.

Our network extends into the Arthurs Pass region, close to
the fault line, and while designed and built to the same rigid
standards of our flat geographical areas, the earthquake
effects are likely to be greater and for longer in this area.
A major Alpine Fault earthquake may result in a major
outage of up to seven days to significant parts of our
network — and the impacts of that on our community
would be more severe if it occurs in winter.
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37 Our key operational risks continued

Fortunately, we were well-prepared for the Canterbury
earthquakes in 2010 and 2011. We also completed our
earthquake recovery projects in FY18, and as part of those
initiatives we further enhanced our earthquake resilience.

Our next major planned resilience initiative is to replace the
remaining 40km of oil filled 66kV cables over ten years or

so — starting in FY23. These cables represent old technology
and the skills to maintain and replace them if they become
damaged are increasingly rare internationally and locally.

These were the type of sub-transmission cables that failed
in the eastern suburbs in the 2011 earthquake and we had
to abandon and replace them completely.

These cables may be susceptible to a series of prolonged
tremors from a major Alpine Fault earthquake — including
significant aftershocks. Christchurch has significantly
developed to the west since 2011, so there is an increasing
dependence on a resilient electricity supply in that area of
our region.

A major future earthquake will also have significant impacts
on the ability of some of our team members to contribute to
our response and recovery initiatives. We treat this risk in
practicable ways — including via:

« well documented policies and procedures

« competent employees and service providers who can
and do perform cross-over duties

« policies and practices that aim to support employee
well-being

» flexible IT and communication systems that enable our
people to work remotely for extended periods of time

« apolicy and practice to plan-to-plan and adapt following
a major event as necessary

« crisis management processes including simulation events

In summary, we have implemented and continue to
implement practical steps to address our earthquake risk
exposures.

3.7.2.2 Tsunami

Another major natural disaster risk is tsunami, most likely
from a major earthquake offshore. This could result in an
outage of up to three days in areas of our network near

the east coast. Since 2011, we have significantly reduced

the potential impacts of a major tsunami as our key service
providers have moved their depots significantly further
inland. Our network assets near the east coast will inevitably
be exposed to tsunami, particularly as climate-related sea
level rise increases.

3.7.3 Weather event

Severe storms can and do result in outages to significant
numbers of our customers of up to one hour in urban areas
and up to three days in rural areas. Longer outages can
especially affect customers in remote rural areas where

access may be difficult and snow depth may be more severe.

We have continuously improved our network practices in
light of past storms in our region — including significant

Our next major planned
resilience initiativeis to
replace the remaining
40km of oil-filled 66kV
cables over ten years
or so - starting in FY23.

learnings from a major wind storm in 1975, snow storm

in 1992 and wind storm in 2013 — particularly for rural

areas in our service region. We have implemented these
improvements over time as part of our ongoing network
asset lifecycle process and we have implemented
strengthened asset loading standards for new network
components. Examples of such changes for our rural service
area include revised pole spans, revised pole and crossarm
types — as appropriate for credible wind and/or snow
loadings. Our credible snow loading forecasts recognise that
local snow is relatively wet and heavy, in contrast to snow
that falls in the middle of large continents.

Our urban network is largely underground — and so our
weather risks mainly relate to our widely dispersed rural
overhead lines.

An important element for this risk category is that the vast
majority of the damage to our network in severe storms is
due to tree branches, and even whole trees, coming into

contact with our overhead lines — especially in rural areas.
In the most severe storms, most of the trees and branches
concerned are well outside regulatory notice or cut zones.

Our urban network is
largely underground -
and so our weather
risks mainly relate to
our widely dispersed
rural overhead lines.
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37 Our key operational risks continued

There is currently no scope for us to require private tree
owners to remove such hazards if the trees and branches
are outside a regulatory cut zone. In order to reduce this risk,
we have an active vegetation management programme that
aims to:

« ensure tree owners comply with the tree regulations

« enlist the long-term support of tree owners to reduce
threats to our rural overhead network

Important risk assessment context includes:

» we have gradually improved the resilience of our rural
overhead network over the last 25 years via our asset
lifecycle programme

« we have also invested to improve our network switching
capability in rural areas — in order to better isolate
affected areas so that we can reduce the number
of customers affected by network damage in many
circumstances

« overhead networks are generally more susceptible to
outages caused by trees, but they are faster and less
expensive to repair than underground cables

We believe that flooding is a medium to low risk for our
network. We expect that localised floods will occur from
time to time near the Avon and Heathcote rivers. We have
documented procedures to electrically isolate our network
in areas affected to protect our network components before
they are significantly damaged. Our head office, including
our control room, is not at significant risk from flood.

3.7.4 Cyber security breach

All businesses are now potentially susceptible to cyber-
attacks from any part of the globe.

The security of our systems is vital to our ability to deliver a
safe, reliable, resilient and sustainable service. We have two
key categories of information systems risk:

« catastrophic failure of our systems, for any reason
« malicious third party attack on our systems

We reduce the likelihood and potential impact of catastrophic
failure of our information systems through a combination of
procedures and technologies, including:

« robust systems procurement and maintenance —
hardware and software

« rigorous change management

« good practice for regular and ongoing data and system
back-ups and archiving

« highly resilient facilities

« robust security — computer network and physical

« key hardware and systems mirroring between physically
separate sites

« active cyber security penetration testing. Customers
benefit from safe online services, rigorous protection of

their personal information and the integrity of our asset
information and asset management systems

To prevent and reduce the potential impacts of attacks by

malicious third parties, we employ layers of cyber security

at server, network and device levels. We aim to employ fit-
for-purpose and up-to-date security systems that track and
respond to suspicious patterns of behaviour, known digital
signatures and explicit security breaches.

We regularly update and train our people on cyber security
and we seek their vigilant and active support for a secure
information systems environment.

We use the knowledge and experience of others by
consulting with our peers in the industry, Government
agencies and independent experts. The latter group helps
us to build our capacity and also audit our systems and
practices so that we continuously improve our resilience
to cyber threats.

3.75 Pandemic and variants

COVID-19 brought the risk of a pandemic into sharp focus.
As an essential service provider Orion is acutely conscious
of our responsibility to maintain vital power services to

our community throughout this pandemic. As the situation

evolved, our appreciation of the risks of pandemics on our
ability to maintain our service to the community grew.

Skilled people are critical to Orion’s ability to operate,
manage and maintain the electricity network safely. There is
a risk of our people contracting COVID-19 and the need to
limit any spread throughout our workforce. We have taken
significant steps to ensure the safety and wellbeing of our
employees, and especially those who worked in critical
control centre and customer support roles, as well as our
operators in the field.

COVID-19 is impacting on our costs and supply chain, in
particular on manufacturing and time frames for shipping.
To manage this risk, we have increased supplier orders and
carry extra supplies of essential items, as well as ordering
equipment with extended lead time to ensure it is with us
when needed.

Throughout all COVID-19 Alert levels, Orion continues

to operate a safe and reliable network, and provide
reassurance to the community that there was no heightened
risk to the supply of power. While the future remains
uncertain, we continue to monitor the situation in

New Zealand and overseas closely and use what we

have learned to adapt to the evolving situation.

3.7.6 Major network asset failures

3.7.61 Lifelines interdependencies

All lifelines utilities depend on electricity — so we plan and
act for resilience accordingly. We also plan for when other

lifelines services may not be available to us — for example,
mobile and landline phone networks.
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37 Our key operational risks continued

The New Zealand Lifelines Council has recently assessed

and rated lifeline utilities interdependencies during/after

HILP events, using a three-tier rating system:

3 — essential for the service to function

[2| - important, but the service can partly function
and/or has full back-up

. — minimal requirement for the service to function

As shown Table 3.7.3, the Council rates electricity as

‘essential’ or ‘important’ for virtually all other lifelines

utilities during/after HILP events. With a ‘total dependency

score of 31, electricity has the fourth equal highest overall

score.

Over the last few years, we have improved the resilience
and reliability of our service to other key lifelines utilities,
including to Lyttelton Port and Christchurch International
Airport.

We also maintain a fleet of standby generators that can be
repositioned at relatively short notice to key lifelines utilities
in time of need — see a description of these in Section 7.19.

We are an active member of our region’s Civil Defence
lifelines group, and that engagement continues to inform our
priorities to effectively address the interdependencies that
relate to our service.

3.7.6.2 Grid exit points (GXPs)

Asset failure at either of our two key GXPs at Bromley or
Islington, or our own network equipment at those sites, could
be caused by liquefaction. At Bromley, ground settlement of
20mm to 40mm is possible, but this is unlikely at Islington.
We rate this risk as low to medium.

We have recently implemented several improvements

to the spur assets we have purchased from Transpower

at Bromley and we will continue to implement improvements
over the next few years. Transpower has also implemented
improvements at our GXPs, pursuant to new investment
agreements with us. In FY19, we purchased 33kV spur assets
at the Islington GXP and we have upgraded our equipment
and converted the arrangement there to an indoor

switch room.

Our 66kV sub-transmission ‘Northern Loop’, commissioned
in June 2016, has created a more interconnected sub-
transmission system which significantly reduces our risks
to GXPs. This AMP also details planned capex projects

to further improve the interconnected nature of our
sub-transmission system.

3.7.6.3 Zone substations

Zone substation failures across our network could be caused
by liquefaction or asset failure. This could result in local
outages of up to one day for several thousand customers.
For most of our 50 zone substations, we rate this event

as a low to medium risk.

Since 1995, we have assessed and seismically strengthened
our zone substations as appropriate, following detailed
engineering studies. In the 2011 earthquake, we had

two severely damaged urban zone substations and we
subsequently:

- replaced Brighton zone sub on better ground 1.5km away
at Rawhiti

- rebuilt Lancaster zone sub on the same site to be
more resilient

Table 3.7.3 NZ Lifelines Council interdependency ratings during/after HILP events — 2020
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37 Our key operational risks continued

We also have:

- targeted high voltage interconnectivity and diversity
of supply

« contingency switching plans

« oil containment bunds at key sites

« simple and low-cost hold-down ties for transformers

» service providers who can cease planned work at
short notice to respond to network incidents

3.7.6.4 Subtransmission overhead lines — 66kV and 33kV

Our overhead lines are widely dispersed and they are
relatively easily repaired in an earthquake event. In the
2011 Canterbury earthquake, although there was damage
to certain components for example, insulators, there was
relatively little damage to our overhead lines when
compared to an extreme weather event.

Our overhead lines in rural areas are exposed to extreme
weather events. Subject to the ability of our repair teams
being able to access the affected areas, they are relatively
easy and quick to repair, but there may be outages of up to
three days in some remote areas of our network. We rate
this event as a relatively low to medium risk.

We have rigorous engineering standards and systematic
inspection processes in place for our overhead lines and
towers. Also, we have an active vegetation management
programme which aims to minimise the impacts of trees
on our overhead lines, particularly during storm events.

3.7.6.5 66kV oil filled cables

We have 40km of oil-filled 66kV underground cables left

in the urban area, and have a project to replace these

with more easily repaired cables in the event of a major
earthquake. A major Alpine Fault earthquake could damage
these cables, resulting in extended outages for significant
numbers of our customers of up to seven days or more.

We rate this event as a medium to high risk over the next
50 years. We plan to replace these cables with modern and
resilient XLPE cable over the next 10 to 15 years.

For management of asset related risk, see Section 5.6.2.

3.77 Otherrisks

In Section 6 we identify where the load at risk exceeds our
security standard and the mitigation we propose. Here we
discuss two risks that are often raised, but which we rate
as relatively low risk for our network.

3.771

We take practical steps to prevent undue harm to the
environment. Our environmental sustainability policy states
our aim to be environmentally and socially responsible

in our operations, and in support of this we maintain an
environmental risk register.

Environmental risks

Our environmental management system covers the
sustainable use of natural resources, reduction and safe
disposal of waste, the wise use of energy, restoring the
environment following works, commitment of appropriate

We have rigorous
engineering standards
and systematic
inspection processes in
place for our overhead
lines and towers.

resources, stakeholder consultation, assessment, and annual
audit. Our job specifications for our key service providers
include requirements to identify and manage environmental
risks in the work they do for us.

We aim to reduce electrical losses on our network. We do
this via our efficient network delivery pricing that signals
system winter peaks — high loadings increase electrical
losses — and via our network load management systems,
especially our hot water cylinder control systems. It makes
good environmental sense to reduce winter system peaks —
in order to reduce electrical losses and to reduce the amount
of investment in network necessary to deliver electricity.

We have over the years invested to reduce the risks of
ground contamination from oil-filled transformers. Our main
substation transformers have now been fully bunded to
contain any spill and we have fully documented management
procedures and the necessary equipment to deal with any
minor spills from smaller transformers — for example, those
that are pole mounted in rural areas.

Most of our 66kV circuit breakers use sulphur hexafluoride
gas (SFe) as the interruption medium. We have not found

a viable alternative for this voltage. Our environmental
management procedure for SF¢ gas aims to ensure we
achieve our target of < 0.8% loss.

We also require our key service providers to adhere to the
discovery and handling protocols for:

. asbestos
- hazardous substances

- items of archaeological significance, complying with
Heritage New Zealand Pouhere Taonga Act 2014

We take practical steps
to prevent undue harm
to the environment.
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37

Our key operational risks continued

3.77.2 New technologies

New technologies have the potential to transform how our
network operates and enable our community to thrive in a
low carbon future. We manage any risk associated with them,
by planning for their introduction as much as possible,

so they can be integrated into a wider ‘energy ecosystem’
and used in the most effective way. Examples include:

Increased use of electric vehicles in the region will
increase demand for electricity, but also introduce a
fleet of batteries that could enable innovative load
management techniques

conversion of industrial heat processes from fossil fuels
to low carbon energy, including electricity could also
increase demand on our network, but also provide

an opportunity to think about our energy system more
widely and introduce a balanced approach to demand

battery technology and energy management systems
can improve the resilience of our customers and enable
demand to be managed in a more nuanced way

distributed generation, such as solar PV — this will
potentially create more complex two-way flows between
our network and end-use customers. We need to ensure
our network can enable this to occur and facilitate

the efficient and effective use and distribution of local
generation wherever possible

Our risk management approach is to:

keep up to date with technologies as they emerge

assess the potential impacts and opportunities for
our network

understand more about our low voltage network —
as this is where most two-way electrical flows will occur

adhere to our business purpose and strategy —
which is to be an ‘enabler’ for our customers

We are confident we can adapt our network to accommodate
changing customer needs and preferences, and adopt new
technologies that ensure our network is future-ready.

We are confident we can
adapt our network to
accommodate changing
customer needs and
preferences, and adopt
new technologies that
ensure our network s
future-ready.
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3.8 Ourresilience

3.81

Clause 14 of the Commerce Commission’s Electricity
Distribution Information Disclosure Determination 2012 (IDD)
asks us to disclose:

Introduction

. areas of our network that are vulnerable to HILP events

« our strategies and processes to identify and address
those vulnerabilities

- our emergency and response plans
- our overall resilience

We define resilience as our ability to withstand, respond
to and recover from significant, especially HILP, events.

As a lifelines utility, resilience is fundamental to our ability
to provide a sustainable and fit-for-purpose service for the
long- term benefit of our customers and our community.

We approach our network resilience from two main
perspectives — we aim to:

+ identify and reduce the impacts of future credible
HILP events by how we design, construct and operate
our network

» have a fit-for-purpose response and recovery capability

3.8.2 Our key network vulnerabilities

The lifelines interdependencies section, Section 3.7.6.1,
describes the HILP vulnerabilities for our key network
asset categories and our risk treatments and plans for
them. For the purposes of this summary, our two significant
vulnerabilities are:

« our outstanding risk treatments for spur assets we
have purchased from Transpower since 2012. We have
invested to substantially improve the safety, resilience
and reliability of these assets since 2012 — and we plan
to complete that investment programme over the next
few years so that the spur assets meet our standards

« our remaining 40km of oil-filled 66kV underground
cables. We plan to replace these cables with modern
resilient XLPE cables over the next ten to fifteen years

3.8.3 Our conclusions on our resilience

There is no single measure of resilience. Assessing an
EDB’s resilience requires a good understanding of the
key quantitative and qualitative aspects of the appropriate
context and where an EDB is at in relation to that context.

Our resilience is the result of all that we do to:

« reduce the potential impacts of future HILP events —
for example, we have strengthened our key substations
and we have prudently invested to create a more resilient
urban 66kV network

« be ready to respond and recover — for example, we have
prudent operating practices for our people and service
providers, we have prudent levels of key network spares,
we learn and improve from our experiences of quakes,
storms and other significant events, and we foster a
culture that encourages our people to identify and assess
relevant context and risks — and we act as reasonably
practicable to treat our resilience risks

Overall, we believe we are achieving network resilience
levels that are fit-for-purpose for our key lifelines
responsibilities, in our local context and in the long-term
interests of our customers and community. However, we
can always improve and this AMP describes many of our
initiatives that aim to do just that.

Overall, we believe we
are achieving network
resilience levels that
are fit-for-purpose

for our key lifelines
responsibilities, in our
local context and in the
long-term interests

of our customers and
community.
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3.8 Our resilience continued

Our key documents that relate to our network resilience are as follows:

Table 3.8 Orion’s key network resilience documents

Documents

Asset management policy
(Section 2.7)

Asset risk management plan

Network disaster resilience summary

Participant rolling outage plan

Security of supply standard

Network physical access security plan

Environmental risk register
Business unit continuity plans

Contingency plans

Communication plans

Description

This policy underpins our whole asset management plan and processes. Our policy arises from
a good understanding of our context, our purpose and our aim to achieve what is sustainable
and in the long-term interests of our customers, our community and our shareholders. Ensuring
sustainable and practicable network resilience is an important policy objective for us — and this
AMP outlines how we aim to continue to do that.

This plan’s topics include:

« our key natural disaster risks

« our rating system for our key network components most at risk

- our main risk controls, and our practical solutions to reduce risk

« key locations and the most likely reasons for network asset failure
« our main contingency measures

« our key network emergency spares

An overview of how we plan, design, construct and operate our network, and our supporting
infrastructure. Aims to inform Civil Defence and other stakeholders of our overall network
resilience in support of wider community major incident planning.

Pursuant to the Electricity Industry Participant Code 2010, this plan outlines how we respond to
grid emergencies that are declared by the grid System Operator. Typical scenarios include very
low hydro lake levels, loss of multiple generating stations, or multiple transmission grid component
failures. Our plan outlines how we shed load when requested by the System Operator — the plan
is on our website.

We help to prevent cascade failure on the transmission grid when we:

- help Transpower with its automatic under frequency load shedding (AUFLS) by providing
a schedule of our preferred urgent load shedding locations and AUFLS provision where
embedded in our network

« help Transpower with its automatic under voltage load shedding (AUVLS) for upper
South Island transmission constraints by providing a schedule of our preferred urgent load
shedding locations and AUVLS provision where embedded in our network

« provide ‘blocks’ of load to Transpower for emergency load shedding

We aim to keep supply on for our customers, and load shedding is always a last resort after all
other forms of electricity demand savings (including voluntary savings) have been exhausted..

This standard, see Section 6.4.1 of this AMP, is key to how we plan to meet customers’ demand
for electricity in certain circumstances.

This plan outlines our plan to restrict physical access to our electrical network and associated
infrastructure, and it supports our commitment to provide a safe, secure and reliable network for
our customers and community. Our main focus is to restrict access by unauthorised personnel.
Some aspects also affect authorised personnel. We aim to achieve this by:

. reasonable measures to prevent access
- additional measures to deter, detect and slow determined intruders at higher risk sites

This register summarises our key environmental risks.
Each business unit manager is responsible for their respective plan.

Failures of primary network assets such as 66/11kV transformers or 66kV cables are rare on

our network, but can cause significant outages for many of our customers, depending on the
circumstances. To mitigate this risk, we have identified the credible failure scenarios for our primary
assets and for each failure scenario we have developed a contingency plan to restore supply in a
timeframe consistent with our security of supply standards. In some cases, our contingency plans
identify the need to alter our network or hold additional spare assets to meet our objectives.

Our contingency plans are held by our network operations team and they are updated regularly.

As part of our emergency preparedness, we have a Crisis Communications Plan, and
Communications Plans for projects that involve significant power outages and major outage
communication plans. In emergencies, we aim to keep our customers and the community informed,
and we work closely with our key stakeholders in emergency management.
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Photo: “Powerful Conversations” workshop participants sharing their views on our prioritisation of expenditure.
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41 Introduction

Orion works hard to understand the needs of our customers,
and give them a voice in our decision making, as we power
a vibrant and energised region now and into the future.

Being close to our customers is central to our asset
investment decisions and asset management practices.

We seek their views on a wide range of topics reflecting the
Orion Group Strategy and our approach to the management
of our assets.

To find out what our customers expect of us, and where they
would like us to invest to support their vision for the future,
we use a range of different methods of engagement to seek
diverse views and cross-check what we are hearing.

In setting our service level targets we believe we have
achieved the right balance between legislative,
regulatory and stakeholder requirements, and what
our customers expect.

This section outlines how we engage with our customers
to understand their needs and what they expect from us
in terms of service levels. It discusses how we measure

Orion works hard to
understand the needs
of our customers, and
give them a voice inour
decision making.

our performance, our performance targets and how our
network performs against those targets. Our SOI contains
specific service level targets for reliability and other
aspects of our business, some of which are outside the
scope of this AMP.

4.2 Customer engagement

As well as physically maintaining our infrastructure, keeping
our network operating sustainably and delivering on our
Purpose is also about knowing our customers, what their
needs and aspirations are, and ensuring we contribute
positively to their lives.

We do that by actively consulting with our customers
and getting to know them better.

Conversations

Customer
survey

Focus
groups

We seek out our customers’ views on a wide range of topics
including future investments, our customer service and

how they see emerging technologies offering new ways to
manage their energy consumption at home, in the workplace
and on the road.

This has never been more important than it is today.

Online
feedback
Customer
advisory panel
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4.2 Customer engagement continued

The electricity industry is in an era of transformation, driven
by the climate emergency, evolving technology and shifting
customer expectations.

Our customers want more control over where their energy
comes from, and how they consume it. Customers are
looking for flexibility, more choice and opportunities to help
New Zealand’s efforts to decarbonise.

It’s vital we adapt our business to respond to customer
driven demands.

We have taken significant steps to listen more closely
to our customers through many forms of engagement.

Figure 4.2 Our customer engagement helps Orion to:

Understand
customer
preferences

Improve
customer
satisfaction

Co-imagine Better
the future with

our customers

4.21

Orion’s Customer Advisory Panel continues to provide a
valuable forum for us to engage with leaders of community
groups, business leaders and non-government organisations
that represent the interests of a broad cross-section of our
customers. With a customer advocacy focus, the Panel

helps us understand customer needs, issues and service
requirements.

Customer Advisory Panel

Orion’s Customer Advisory Panel provides valuable insights
that inform our asset management strategy. Customers
benefit from having their perspective represented

in decisions about future investment and service
enhancements.

4.2.2 Customer satisfaction research

Orion commissions an annual customer satisfaction survey
carried out by independent researchers to measure the
levels of satisfaction with our service, customers’ views

on our network reliability, their level of trust in Orion, and
opinions on a variety of topical matters.

This is a robust survey of 800 urban and rural residential
customers in our region. In 2021, we reviewed our survey
methodology and revised it to include online participants to
ensure we reached a broader demographic that reflected a
more representative sample of our community. Periodically,
we extend the survey to include small to medium business
customers.

Because we survey a significant number of people across
our region, we are able to breakdown our survey results into
broad locations including urban, rural and remote rural, and

Understand
levels of reliability
& resilience

serve the
community

Maintain
sustainability

Get ideas for
improvement
from a wider
viewpoint

Influence
customer
behaviour

targeted townships or areas where we suspect local
issues may prompt views that differ from the overall result.
This enables us to identify areas where satisfaction is
below average and increased engagement with the

local community or investment in our network would

be welcomed.

From time to time we commission Focus Groups to provide
deeper insight into customer’s thinking on issues such

as pricing options, specific network investments or our
communications.

For the past three years we have also commissioned an
annual follow-up survey of callers to our Customer Support
team, to measure the level of customer satisfaction with our
response to their enquiries.

4.2.3

We are exploring online alternatives to our face to face
"Powerful Conversations" workshops which have not been
possible under COVID-19 safety provisions.

“Powerful Conversations” workshops

4.2.4

Our 24/7 Customer Support Team talks with our customers
on a daily basis about the service they receive. Through
emails and more than 2,000 calls per month we gain a rich
understanding of what’s important to our customers.

These conversations enable us to respond to the immediate
interests of our customers, and identify any prevalent
concerns or opportunities to continuously improve

our service.

“Always-on” Customer Support team
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4.2 Customer engagement continued

4.2.5 Major customer engagement

All of our major customers are invited to seminars where

we take the opportunity to engage with them on key matters.
These are people who run intensive power dependent
businesses, from schools, supermarkets and malls to dairy
processing plants and printing businesses.

4.2.6 Key stakeholder engagement

We regularly meet with key stakeholders and key
influencers in the business community, our shareholders,
Community Boards and local MPs to seek their views

on our performance, future direction, and options we

are considering.

In 2021 we conducted a materiality assessment with our

key stakeholders to identify and prioritise material issues

for the Orion Group. On our behalf, sustainability services
company thinkstep-anz interviewed representatives of our
key stakeholder groups to develop a shortlist of the issues
of most importance to stakeholders. These insights will be
considered in our asset management planning and reporting
in the Orion Group’s FY22 Annual Report.

4.27 Customer engagement over major projects

We have responded to increasing community expectations
for more extensive communications about major projects
affecting their service.

Where major projects have a significant impact on the
community, we provide enhanced levels of communication
directly with our customers and key community stakeholders.
This can include Work Notices with details of the projects,
the benefits and the impacts on their service during the work
along with a point of contact, and updates via emails and
texts. We also provide presentations to local Community
Boards, run local advertising and provide information via
community social media channels.

4.2.8 Media, sponsorship and promotional events

Media releases, sponsorships, trade shows, public
exhibitions and social media are used to promote public
safety messages, news about power outages and advice on
future technologies, along with an invitation to provide

us with feedback. These include:

« Media releases, briefings and interviews
« Facebook posts and LinkedIn updates

« Sponsorships and partnerships that enable us to engage
with our community on important power matters, such
as encouraging businesses to consider adding electric
vehicles to their fleets through our “EV Experience”
partnership with the Canterbury Employers’ Chamber
of Commerce

- Displays at trade shows for the farming and general
community

4.2.9 Advertising

Through online, newspaper, magazine and radio channels
our advertising campaigns focus on encouraging behaviours
that have an impact on maintaining our network reliability
and public safety:

« The need to trim trees away from power lines —
metro and rural versions

- Farm safety around power lines
- DIY safety

»  Encouraging people to come see us to discuss safety
around power lines at local A&P shows

We also use advertising to provide the public with
information and reassurance during crisis events, such as the
COVID-19 pandemic.

4.210 Website

Our website provides up to date information, real-time details
of power outages and online customer service functionality.

We have enhanced the information provided on our power
outages page to provide customers with updates on the
cause of outages, and our progress with restoration.

4.3 What our customers have told us

Our customers have provided a useful picture of what

is important to them, and where they would like us to
concentrate our attention and investment. Consistently
throughout our conversations, in research and Panel
discussions customers are aligned with and have endorsed
the strategic focus and guiding principles of our asset
management strategy.

This section sets out the latest views of our customers
gathered from our various customer engagement activities.
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4.3 What our customers have told us continued

4.31 Customer satisfaction research results

We gather a wealth of information on what our customers
think of our service. In our annual customer surveys, they
rate us highly on key service metrics including our Net
Promoter Score, and our Customer Support team’s handling
of their calls. As a reflection of our customer service and
network performance, there is a high level of community
trust in Orion. In 2021, we revised the methodology of our

Annual Residential Customer Satisfaction survey to include
online participants to ensure we reached a broader
demographic that reflected a more representative sample
of our community.

Figure 4.3.1 shows the key results from our latest customer
research surveys.

Figure 4.3.1 Key results from our Annual Residential Customer Satisfaction survey, 2021; and Customer Calls research, 2021

Orion’s overall performance

NPS +36 €D 8.1AVG. 38%

Orion’s Net Promoter Score 0—10 scale

of respondents rate performance
as a 10 on a 0—10 scale

Key perceptions of Orion

78% 76%

75% 70%

agree Orion is capable agree Orion carries out agree Orion maintains the agree when the power
and effective its duties very well electricity network well goes out, Orion gets on to
fixing it quickly

61% 39% 45% 40%

(o] (o] o o
agree Orion acts in the agree Orion takes their agree Orion is agree Orion is prepared
interest of local residents customers’ views into well-prepared for future for a very different future

account in its decisions natural disaster situations for electricity

Awareness and perceptions of Orion

34% \ 92%

D)
P sa% &9

Awareness of Orion Satisfied with reliability Level of trust in Orion

of power supply

Ll

42% 30%

@ 100% o

Aware of the Orion website Aware of the Orion Customer Had a good experience calling

Support service

our Customer Support team
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4.3 What our customers have told us continued

4.3.2 Communications

Our customers have also told us how they would like us to
communicate with them about planned outages, and when.
In general, residential customers would like personal direct
communication about upcoming outages, a week or so
before the event. They like to know what the outage is for,
and how they will benefit. They also want us to respond to
any concerns they raise about community impacts. They
prefer one big, all day outage over multiple shorter outages
over an extended period.

Business customers tell us they need more notice to plan
for interruptions to their operations, and they make greater
use of Orion’s Customer Support team, and website.

4.3.3 Safe, reliable, resilient network

The key views of our customers on the safety, reliability and
resilience of our network are:

- That our network can be safely accessed is “a given”
for our customers. We recognise and respect the high
level of public trust in the safe operation of our network.

« In all our conversations with customers, the importance
of being provided with a reliable service is an abiding
theme. Customers view reliability as a “hygiene factor”
and tell us that focusing on providing a reliable service
should be fundamental for Orion. They want us to
continue to invest to maintain our standard of reliability,
although not at any cost. Most customers are highly
satisfied with Orion’s current levels of reliability, and do
not support investment to increase reliability if that comes
with increased prices.

Our 5 November 2021 annual survey of residential
customers found 92% were satisfied with the reliability
of their power supply. See Figure 4.3.1.

« Resilience is very important to our customers.
Our customers tell us Orion’s investment in resilience
represents good value for them. Customers have low
tolerance for long outages, and want Orion to invest
in resilience with this in mind.

4.3.4 Affordability and equity

In conversations with our Customer Advisory Panel they tell
us many of our customers are struggling to pay their power
bills. We are having ongoing discussions with our customers
to better understand the issues of power poverty and equity
and develop ways we may be able to help those in need.

4.3.5 Health and safety

Customers have asked us to take a “common sense”
approach to managing safety risks. They say protecting
human life and avoiding injury is paramount. They believe
Orion should balance the costs and risks associated with
safety issues when addressing them.

The success of our public and business safety education
campaigns is positively reflected in the number of occasions
Orion is asked for a close approach consent from both
residential and commercial customers. At consistently
around 4,500 requests per year this is among the highest

rates for EDBs in New Zealand. And in the most important
measure of the effectiveness of our public safety
campaigning, there were no serious incidents of electrical
harm to the public in our region in FY21.

4.3.6 Sustainability

As we move forward on our sustainability journey, we

are looking at how we are aligned to the United Nations
Sustainable Development Goals. In our “Powerful
Conversations” workshops and interviews with other key
stakeholders, we talked with people about what sustainability
means for Orion and where they think we should focus our
efforts. The goals we found resonated most strongly for our
customers and stakeholders are:

- working towards more sustainable communities and cities
- providing affordable and clean energy

- acting on climate change

« fostering good health and wellbeing in our community

« being responsible in the consumption and production
of our business

These goals have been embraced in our Group Strategy,
see Section 2.4.

4.37 Capability

As our industry goes through an era of unprecedented
change, so too must our capability adapt to meet
changing needs.

Our customer research shows people are very confident in
Orion’s current capability and competence in management
of the power network. As shown in Figure 4.3.1, among a
range of strongly positive scores in our latest Customer
Satisfaction survey, 78% agree that Orion is capable and
effective in the management of our network, and 76%

say we carry out our duties very well.

What surveyed customers are less sure of is whether we

are prepared for the future. Customers tell us we need to

be ahead of developments in the industry and ready to

help customers and energy providers adapt to new ways of
managing the community’s power needs. They encourage us
to develop the capability that will be needed.

4.3.8 Future networks

At both our “Powerful Conversations” workshops and
Customer Advisory Panel sessions Orion has been
encouraged to have a strong focus on the future — to make
sure our network is ready for customers to take advantage
of new technologies.

In our annual customer survey, we found customers are less
confident in our preparedness for the future — only 40%
agree that Orion is prepared for a very different future for
electricity where customers have more choice about where
they get their power from, how they use it and share it with
others. We acknowledge we must do more to be ready

for a changing future and accept the need to improve

this perception.
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4.4 Turning listening into action

We have instigated a range of initiatives that translate what
we have learned in our conversations with customers and
other stakeholders into action. We will continue to seek

our customer and stakeholder’s views on our core network
services and future direction as our Group Strategy evolves.

What we heard What we are doing

Customer service + Added functionality to our website to give regular
updates on restoration progress for outages

-« We now communicate proactively with customers
« Give us more information when the power goes out before significant planned outages, including
« Provide us with power that is affordable Ui el (G N etiess

3

Critically assessing our projects for “value for money”

Safe, reliable, resilient system « Installed capacity to connect generators to
maintain Akaroa power service in emergencies, and

when undertaking maintenance and upgrade work
« Improve our reliability in Banks Peninsula « Increasing communications about our network

- Are you prepared for future natural disasters? resilience projects
« Replacing oil filled cables

Health & safety « Revamped our public safety education campaigns
for stronger messaging and use more effective,
new channels

« Keep us safe, but not at any cost » Collaboration with EBD colleagues on ENA’s national
tree trimming advertising campaign

Sustainability
« Published our report: Climate Change Opportunities
and Risks for Orion

» Orion has committed to achieving carbon neutrality

» Take action to address the climate emergency e

Capability . Established the Energy Academy to transform
industry capability and development in New Zealand
- Established a new integrated Orion Group
- Be prepared for the future leadership team with a dedicated focus on preparing
for a changed energy future

Future network . Our Group Strategy has five strategic themes,
one of which is: Re-imagining the Future Network

» Low Voltage network monitoring underway

» Established the Orion Energy Accelerator
programme

« Reassure us you’re ready to support our future needs
- Be ready for change

10 Year Asset Management Plan | Section 4 | Customer experience 69



4.5 Performance measures

This section sets out how we measure our performance.
We also report on our achievements against the targets

we set ourselves as well as those set by our regulators.

Throughout our engagement with customers they have
told us that a reliable supply of electricity is a top priority.
This is a key service measure. We also monitor our
performance against a range of other service measures
including customer service, power quality, safety and
environmental impact.

Table 4.5.1 shows our performance measures, our targets
and how we have performed against them.

To ensure we maintain focus on achieving our Group
Purpose, our performance measures are aligned to the
Orion Group's Strategic Themes and our aspiration to be
New Zealand’s most advanced electricity network.

Re-imagining
the Future

Network

Powering the
Low Carbon

Economy New Zealand’s
Most Advanced
Electricity Network

Customer
Inspired

Accelerating
Capability

Lead & Grow
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4.5 Performance measures continued

4.51

Table 4.5.1 provides a summary of we have performed
against our targets for the key measures related to
management of our assets, customer service and
environment. These targets are a sub-set of our overall
Orion Group targets, set out in our SOI.

Performance against targets

Table 4.5.1 Summary of performance against targets

Orion Group Service class Measure FY21 targets FY21 Achieved? FY22-FY26
Strategic Theme performance targets
Re-imagining the Future % of transformers Not set n/a n/a 3%, 6%, 9%,
Future Network network monitored across 1.5%, 14.5%
Orion’s LV network
Customer Inspired Customer Time for a connection to Measurement  n/a n/a To be set to align
service be available: of provisional with customer
+ Residential greenfield targets set expectations
. . . proved
« Residential brownfield .
problematic,
»  Commercial and new
targets
are being
developed
Customer Support caller > 85% 95% v >85%
satisfaction
Net Promoter Score >50 +36 x > 40*
Lead & Grow Network SAIDI Unplanned <66.47 297 v Limit <84.7
reliability
SAIDI Planned <13.23 277 X 5 year Limit
<198.81
SAIFI Unplanned <0.86 0.5 v Limit <1.03
SAIFI Planned Not set 0.09 n/a No limit
Network Unplanned interruptions >60% 75% \/ >60%
restoration restored within 3 hours
Resiliency Under development
Power quality Steady state level <80 21 v <60
of voltage
Level of harmonics <4 0 v <4
or distortion
Safety Safety of Orion Group 0 serious 3 serious events 4 <4
employees events
Safety of service 0 serious 2 serious events x <4
providers events
Safety of the public O serious 0 serious events \/ (0]
events
Accelerating Economic Under development
Capability efficiency
Powering the Low Environment SF, gas lost <0.8% loss 0.32% loss v <0.8% loss
Carbon Economy
Grams CO2e per MWh Reduction 219g — which is a v <200g grams
delivered — excludes towards reduction of 129¢g CO2e per MWh
distribution losses 2030 target from FY20 delivered

* Revised target reflects changes in survey methodology to canvas a broader demographic.
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4.5 Performance measures continued

4.5.2 Re-imagining the Future Network

Our Low Voltage (LV)
network will increasingly
need to support new and
more complex two-way
power flows as customers
progressively adopt
alternative ways to power
their homes, businesses
and vehicles. We are
installing new equipment
in Christchurch residential
areas that enables us to
monitor the use of power
in near real time, at street
level. These low voltage monitors sample power flows and
voltage at 10 minute intervals, generating a wealth of data
that will allow us to see and respond to changes of activity
on the network. Having visibility of how our network is
being used at this granular level will also help us provide
customers with a more flexible, dynamic range of choices
for managing their energy needs. See Section 6.2 for more
information on our LV monitoring project.

Performance against targets

From our baseline of 210 monitors installed on our network
in FY21, we have established targets reflecting approximately
3% growth per year in the number of transformers that will be
monitored for FY22-FY26.

4.5.3 Customer Inspired

We established
measures and
targets for our
performance in
customer service
for the first time in
FY21. They measure
and set ambitious
targets for our
performance in three
key areas:

- The length of time it takes us to connect a customer to
our network — following their request, and the provision
of all necessary information. In FY21 we established
provisional targets, however these proved problematic
to measure and did not take into account customer
expectations and what is most important to them.

« Customer satisfaction with their calls to our Customer
Support team — more than 2,000 customers call our
Customer Support team each month and it is important
they come away from the experience with the information
they need, and feeling positive about the experience.
Independent researchers follow up with calls to customers
who have recently contacted us, and seek their feedback.

« Net Promoter Score — we use an adapted version of a
widely recognised metric that is traditionally used for
retail organisations, which remains relevant in a regulated
monopoly context. We believe that after their experience
with Orion, our customers should be left feeling positive
about us, with good word of mouth to their friends. With
the New Zealand NPS rating for the power industry at
+20 in FY21, our target reflects our goal to have loyal
customers who rate Orion in the “GREAT” NPS range.

Performance against targets

For measurement of connections we are engaging with
customers to establish what is important to them and
developing our systems to better measure our performance
in this area.

We exceeded our targets for customer satisfaction with calls
to our Customer Support team, and our Net Promoter Score.

454 Lead & Grow
4.5.41 Network reliability

Network reliability

is measured by the

frequency and duration

of interruptions to the

supply of electricity

to our customers.

Our goal is to ensure

that our reliability

performance meets our

regulatory requirements

and our customers’

expectations, established
through the various means of consultation discussed in the
previous section.

Our network reliability measures are as required by the
Commerce Commission’s Electricity Distribution Information
Disclosure Determination 2012. These are:

« SAIDI — System Average Interruption Duration Index —
measures the average number of minutes per annum
that a customer is without electricity

« SAIFI — System Average Interruption Frequency Index —
measures the average number of times per annum that
a customer is without electricity

SAIDI and SAIFI measures planned and unplanned
interruptions of a duration longer than one minute on our
subtransmission and high voltage distribution system.

The SAIDI and SAIFI limits set by the Commerce Commission
are thresholds that going beyond will result in a quality
breach, which may lead to fines of up to $5 million by

the Commerce Commission. Planned interruption limits

are assessed over a 5-year timeframe, but unplanned
interruption limits apply annually, which means that any year
the unplanned limit is exceeded will result in a breach.
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4.5 Performance measures continued

Performance against target

As shown in Figure 4.3, in our November 2021 annual however this was still well within our regulatory breach limits.
survey of residential customers, 92% were satisfied with the Our targets and limits for SAIDI and SAIFI for FY21-FY25
reliability of their power supply. include separate targets and limits for planned and

The details of our performance in network reliability for FY21 unplanned events, and an extreme event measure that

are shown against our targets in Table 4.5.2. We achieved relates to identification and reporting of rare events.

our network reliability performance targets for unplanned Our historical performance and future targets are shown
SAIDI and SAIFI. Our planned SAIDI target was exceeded, in Figures 4.51 and 4.5.2.

Table 4.5.2 Network reliability performance against target

Category FY21 target — Planned FY21 performance* FY21-FY25 Limit

SAIDI - Planned <13.25 277 5 years of SAIDI< 1981
(equivalent<39.7p.a.)

SAIDI - Unplanned <66.47 297 < 84.71 per annum

SAIFI - Planned no target 0.09 no limit

SAIFI — Unplanned <0.8626 0.5 <1.03 per annum

* Major event daily limits applied in accordance with CPP
# As per Commerce Commission disclosure schedule 10(v)

Figure 4.5 SAIDI 10 year history and 10 year target, including SAIDI forecast
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=== Unplanned SAIDI target
es++++ Planned SAIDI target
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Figure 4.5.2 SAIFI 10 year history and 10 year target, including SAIFI forecast
4 Actual SAIFI
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e Regulatory SAIFI limit
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b
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0
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4.5 Performance measures continued
Comparison by cause and asset class

Figures 4.5.3 and 4.5.4 show a further breakdown of SAIDI
and SAIFI for FY21 compared to the five year averages by
asset class and event cause. Our 11kV overhead network h

always had the highest impact on reliability. The performance

of secondary assets, such as communication and control
systems, isn’t specified as this is inherently captured in
the service levels of the primary asset classes. These
secondary assets have a latent impact on performance
that is only observable through the flow on effects upon
the performance of our primary assets. FY21 data of
interest includes:

There were no capped days for SAIDI or SAIFI

Switchgear was the only asset category with SAIDI higher
than the 5-year average

as Programmed outages have increased due to an increase

in the number of scheduled works that required a planned
outage. We have also seen our service providers opting
for an outage instead of carrying out live line work which
has also contributed to the increase

The weather during FY21 was particularly benign, causing
only 0.7 SAIDI

See Section 7 for the maintenance and refurbishment
strategies needed to maintain performance.

Figure 4.5.3 SAIDI by asset class and by cause ® Fy21 ® 5year Average
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4.5 Performance measures continued

4.5.4.2 Network restoration

Our percentage of unplanned interruptions restored
within three hours is based on providing a reasonable
level of service at a reasonable cost. We have engaged

an emergency service provider to manage our distribution
asset spares and provide adequate response to any event
on our network.

Larger scale network events have a significant impact on
restoration times, as weather conditions and the number of
faults occurring simultaneously affects our response time.
High-impact weather events such as snow storms and high
winds can create numerous faults across the network which
can take an extended time to repair. As it can be seen in
Figure 4.5.5, between FY10-FY14, we had a number of such
events with earthquakes, snow storms and very high wind
events which had an impact on the restoration times.

Performance against target

With improvements in fault indication and the installation
of a greater number of remotely controlled devices across
the network, we expect the trend to show continued
improvement over time as we can more quickly locate
faults and restore supply. Our target and performance in
Table 4.5.3 shows we achieved 75% restoration within
three hours in FY21, well above our target of > 60%
restoration within three hours.

Figure 4.5.5 Unplanned interruptions — % restored in under three hours

80%
Target is to achieve > 60%
60% | N /4 9~/ | eeeeece—m———-
40%
20% % unplanned === target
interruptions restored
in under three hours
0

FY10 FY”1  FY12 FY13 FY14 FY15 FY16 FY17

Table 4.5.3 Network restoration performance against target

FY18 FY19 FY20 FY21 FY22 FY23 FY24 FY25

Measure FY21 Target

Network restoration >60%

FY21 Performance FY22-FY26 target

75% >60%
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4.5 Performance measures continued

4.5.4.3 Resiliency

Resilience is the ability of our network, our people and
systems to respond to rare but major events such as
earthquakes and wind and snow storms. Reliability is a
measure of our day to day performance and is measured by
the number and duration of power outages to customers.

A more resilient network will limit the initial impact and be
adaptable enough to reduce the time to recover from

major events and will enable faster than otherwise
restoration of power for those customers experiencing
outages. We currently do not have a target or measure for
resiliency. We will look to benchmark ourselves with the
work Electricity Engineers' Association has conducted on
the Asset Management Maturity Assessment Tool (AMMAT).

4.5.4.4 Power quality

Power quality is measured by a range of performance
attributes. The two most common and important power
quality attributes Orion can influence are:

- the steady state level of voltage supplied to customers
— the range of steady state voltage supplied to customers
is mandated by regulation at 230 volts + 6%. We design
and operate our network to meet this requirement.
However, despite our efforts unanticipated changes
in customer loads or unforeseen events result in some
customers experiencing voltages outside these limits
for short periods of time. This could affect customer’s
sensitive electronic equipment. We investigate any
customer concerns about voltage fluctuations and if
we find Orion is responsible, we will modify or upgrade
our network to rectify the problem.

- the level of harmonics or distortion of voltage of the
power supply — the allowable level of harmonics or
distortion of the power supply provided to customers is
also covered by regulation. We use harmonic allocation
methods defined in joint International Electrotechnical
Commission (IEC)/Australian/ New Zealand standards
to determine acceptable customer levels of harmonic
injection. These allow each customer to inject a certain
acceptable amount of harmonic distortion depending on
the strength of the power supply at their premises.

An important aspect of maintaining quality of supply is

to monitor power quality indices, and this is achieved by

33 permanently connected Dranetz power quality analysers.
Our analysers monitor network voltages at 230V end

of feeder, 400V start of feeder, 11kV and 66kV. A mix of
parameters are measured which define the quality of
voltage and current for regulatory levels.

Due to the wide range and type of power issues and the
often limited customer understanding of complex technical
information, communicating about power quality issues can
be complicated. Our approach is to work with the customer’s
technical representative to gain a mutual understanding of
the issues and discuss options for solutions. This results in a
common understanding and transparent outcomes. In most
cases customers don’t require complex information, and
simply need a resolution that balances benefits and cost.

Performance against target

Our main objective in relation to power quality is to
identify and resolve customer quality of supply enquiries.
To achieve this, we fit test instruments close to the point
where ownership changes between Orion’s network and
the customer’s electrical installation. Data gathered from
the test instruments is analysed against the current

New Zealand Electricity Regulations. By applying key
regulations in relation to voltage, frequency, quality of
supply and harmonics we can determine which quality
problems have originated within our network. Our network
performs well in terms of voltage and quality. We receive
numerous voltage complaints every year but only around
20% of complaints are due to a problem in our network,
predominantly relating to power outages. In Table 4.5.4,
‘proven’ means that the non- complying voltage or harmonic
originated in our network.

We met our targets for FY21. Given our performance has
been consistently below target for the number of proven
voltage complaints, will review our target for FY22-FY26.

Table 4.5.4 Network power quality performance against target

Measure FY21 Target
Voltage complaints (proven) <80

Harmonics (wave form) <4
complaints (proven)

FY21 Performance

FY22-FY26 target

21 <60

0 <4
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4.5 Performance measures continued

4.5.4.5 Safety

We are committed to collaboration across the Orion team

to provide a safe, reliable network and a healthy work
environment around our assets. We take all practical steps to
minimise the risk of harm to the public, our service providers
and our people. Maintaining a safe and healthy working
environment while working on and near our assets benefits
everyone and is achieved through collaborative effort.

Our target of no serious safety events or accidents is the
only prudent target we could have to measure safety.

We report all employee injury and public safety events that
are asset related via Vault (safety information management
system) and collect similar statistical incident data from our
service providers. These service provider statistics, our
own statistical data and our incident investigations, enable
us to provide staff and service providers with indicators of
potential harm when working on and/or near our assets.

Performance against target

We had a total of five safety events in FY21 and therefore did
not achieve our target of zero serious events. WorkSafe was
notified of these events, which were:

« An Orion Group employee received a minor electric shock
from a stay wire which was in contact with pole hardware
(no injury)

« An Orion Group employee received an electric shock
when a de-energised 11kV overhead line made contact
with a live 33kV line (no injury)

« At an Orion Group worksite there was an uncontrolled
crane truck movement which resulted in injuries to one
Orion Group employee and a service provider's employee

« A service provider received a minor electric shock from
a damaged cable while removing a temporary power
supply cable from a distribution box (no injury)

« A service provider’s helmet contacted an 11kV overhead
line while tree trimming (no injury)

We have modified our future health and safety targets to
four or less safety events per year as shown in Figure 4.5.6.
We believe this is a more reasonable and realistic target
based on the type of activity we carry out. We will continue to
focus on improving the effectiveness of the control of critical
harm. Our asset maintenance and replacement programmes
are fundamental to ensuring safety targets relating to assets
are met in the future.

Figure 4.5.6 Safety performance — serious event trend and new targets
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Table 4.5.5 Safety performance against target

FY22

FY23 FY24 FY25 FY26

Measure FY21 Target

Safety of Orion Group O serious events

employees

Safety of our O serious events

service providers

Safety of public O serious events

FY21 Performance FY22-FY26 target

3 serious events <4
2 serious events <4
0 serious events 0
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4.5 Performance measures continued

4.5.5 Accelerating Capability

Capability underpins
operational performance,
sustainability and
operational efficiency.

Our customers are very
price conscious. They
expect us to operate
efficiently and keenly
balance the cost impacts
of maintaining and
developing our network
against the benefits
to them as consumers. They expect Orion to focus on
accelerating our capability to ensure we operate an
efficient business that does all it can to provide an affordable
energy service.

We are currently exploring new ways to measure our
operational efficiency and productivity to ensure we are
delivering the cost effective service customers need.

Traditionally, we have adopted the following measures
of economic efficiency, and these were in place for FY21:

» capital expenditure per annum per MWh of electricity
supplied to customers

« operating expenditure per annum per MWh of electricity
supplied to customers

« operating expenditure per annum per year end number
of ICPs (connection points)

There are inherent limitations when comparing our
performance with that of other EDBs. Each EDB has its own
local context, asset history, business purpose and drivers.
For this reason the comparisons provided in Figures 4.5.7
and 4.5.8 are for guidance only.

4.5.51 Capital expenditure per MWh

Figure 4.5.6 compares our performance for capex per MWh
with both average industry performance and a subset NZ
comparator grouping. The sharp increase in our capex
expenditure immediately following the 2010 and 2011
Canterbury earthquakes through to around FY17 is clearly
visible.

The industry average and the subset NZ comparator show an
increasing trend of capital expenditure from FY17 while our
expenditure leveled off. Projects to support the significant
ongoing growth in customer numbers and component price
increases meant in FY21 our capital expenditure moved into
closer alignment with that of both the industry average and
the subset NZ comparator grouping.

We are currently
exploring new ways to
measure our operational
efficiency and
productivity to ensure
we are delivering the
cost effective service
customers need.

Figure 4.5.7 Comparing Capex per MWh and industry performance
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4.5 Performance measures continued

4.5.5.2 Operational expenditure per MWh

Figure 4.5.7 compares our performance for opex per MWh
with both average industry performance and a subset
comparator group.

A short term increase in our opex expenditure, combined
with a reduction in consumption from impacted buildings
immediately following the 2010 and 2011 Canterbury
earthquakes, is clearly visible between FY11 and FY13.

Despite this our operating expenditure remains substantially
aligned with that of the industry average and strongly aligned

with the subset NZ comparator grouping preceding FY13.

All three parameters show a gradual ramping up trend

of operating expenditure from FY13. Our expenditure
forecasts reflect this. We are moving into a period of asset
management continual improvement linked closely to
meeting customer needs. As a balance to this we ensure
our evolving service provider workload is set at sustainable
levels that match our resource availability.

Figure 4.5.8 Comparing Opex per MWh and industry performance
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4.5 Performance measures continued

4.5.5.3 Operational expenditure per ICP

Figure 4.5.9 compares our performance for opex per ICP
with both average industry performance and a subset

NZ comparator grouping. A short term increase in our

opex expenditure, combined with a reduction in connected
ICPs immediately following the 2010 and 2011 Canterbury
earthquakes, is clearly visible between FY10 and FY13.
Despite this our operating expenditure follows a similar path,
although at a slightly higher level due to the combination of
ICP reconnection and decommissioning post-quake, with
that of the subset NZ comparator grouping preceding FY13.

Overall we are proud of our performance and feedback
from our customer engagement tells us we are meeting
our customers’ service expectations. We are focused on
our Purpose to power a cleaner and brighter future for our
community. The industry average follows a similar upward
trend but at a notably higher average level possibly due to
the inclusion of smaller EDBs with rural low density networks.
All three parameters show a ramping-up trend from FY13.
Our ICPs increased from 189,000 at the end of FY13 to
211,600 at the end of FY21, with a record 4,100 new ICPs
in FY21. Our on-going increase in opex per ICP reflects the
increased operational cost of servicing these new ICPs,
and remains in step with the NZ comparator group.

Figure 4.5.9 Comparing Opex per ICP and industry performance
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4.5 Performance measures continued

4.5.6 Powering the Low Carbon Economy

We are a passionate
advocate for low
carbon energy and
are committed to
reducing our carbon
emissions, and
helping others to
do the same. This
is pivotal to Orion
delivering on our
Purpose to power

a cleaner and brighter future for our community.

Operational emissions

Orion has a strong focus on reducing our operational
emissions, including those of our subsidiary, Connetics.
Transport is a key contributer to our operational emissions.

Our vehicle fleet includes battery-powered electric vehicles
(BEVs) and Plug-in Hybrid Electric Vehicles (PHEVs). We are
trialling remote control of our EV chargers, to avoid charging
them at the peak times when New Zealand’s current energy
mix relies heavily on coal. Through our EV Experience,

in partnership with the Canterbury Employers’ Chamber

of Commerce, we are giving other businesses the
opportunity to trial an EV as part of their vehicle fleet.

Biofuel trials

We use diesel generators to support customers during
power outages. We have trialled 100% biodiesel alternative
fuel made from used cooking oil. We are sharing information
from our use of this low-emission fuel with our customers
who also rely on diesel generation to maintain business
operations. This reduces the perceived risk for them and
helps encourage others to try alternative, low emission fuels
in generators they may have for business resilience.

Management of SF;

Orion uses sulphur hexafluoride (SFg) in our network as an
electrical insulator and arc suppressant in circuit breakers
rated 11kV and above. SF¢ is an extremely potent greenhouse
gas. 1kg of SFs is equivalent to 22,800kg of CO,. We treat

it as a climate risk and design and operate our network to
avoid the potential for it to be emitted. Orion is also working
to reduce the introduction of new SFs into the network, so
we are trialling a vacuum insulated 66KV circuit breaker as
part of Project 894.

Low carbon design

Reducing emissions isn’t just about substituting carbon-
reliant technology for a low-emissions alternative. For Orion
it is also about designing our network to take advantage of
technology that helps reduce our carbon emissions, and
managing our supply chain.

We use new technologies such as drones and remote
switching technology to reduce travel with its reliance on
fossil fuels. We also design our network so equipment supply
chains are short, or circular where possible. A well designed
network is resilient and efficient, and we expect to see these
measures reduce our operational costs, particularly as the
cost of fossil fuels increases as forecast.

Lowering our embodied footprint

Innovative design is about optimizing the way our
infrastructure operates and can be maintained, but also
recognizes that the equipment we use carries an embodied
financial and resource cost. If we are responsible and
efficient in our design, this lowers our embodied footprint
and should lead to long term cost savings.

We have a significant pole replacement programme
scheduled over the next 10 years and commissioned a life
cycle analysis of different pole options, to assess which type
had the best environmental outcomes. This identified that
our wooden poles sequester enough carbon during their
growth to more than offset the carbon used in installation
and maintenance. It also identified that reducing emissions
on installation will increase the net negative emissions
associated with using poles on our network.

Performance against targets

We are committed to minimising Orion’s SF¢ emissions and
carefully monitor and report losses. We have a self-imposed
target of less than 0.8% annual loss to the atmosphere of the
insulating gas SFg, below the regulated target of 1% of our
actual losses.

Due to our reporting obligation to the Ministry for the
Environment, our current target is measured as a percentage
of SF¢ loss. We achieved our FY21 target for SF loss and
there were no uncontained oil spills recorded for the year.

We are committed to reducing our operational footprint

and to enable others to reduce their carbon emissions.

This means we track our emissions per MWh delivered and
we are developing the ability to track embodied emissions
per MWh delivered, and carbon reductions we have enabled
around our region.

Table 4.5.6 Sustainability performance against target

Measure FY21 Target

SFe gas lost <0.8% loss

Grams CO.e per MWh
delivered — excludes
distribution losses

Reduction towards
2030 target

* Calendar year performance for 1 Jan 2020 to 1 December 2020

FY21 Performance FY22-FY26 target

0.32% loss* <0.8% loss

A reduction of 129¢g
from FY20

<200g grams CO,e
per MWh delivered
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Photo: Growth in subdivisions such as this in Rolleston is a key driver of projects in this AMP.



Contents

51 Introduction

5.2 Transpower Grid Exit Points (GXP)

5.21 Region A GXPs
5.2.2 Region B GXPs

5.3 Network architecture

5.4 Major customers

5.5 Network development approach

5.6 Asset lifecycle management approach

5.61 Identify needs

5.6.2 Planning and options analysis
5.6.3 Design and build

5.6.4 Operate, maintain, monitor

5.6.5 Disposal and replacement

57 Investment and business case framework

86

86

87
87

88

89

20

91
91

92
96
98
98

99

10 Year Asset Management Plan | Section5 | About our network

8

(4]



54 Introduction

This section presents an overview of Orion’s network
architecture, the current design of our subtransmission
network, our major customers’ load and an overview
of our assets. See Section 6 for details on how we plan
development of our network and Section 7 for how we
manage the lifecycle of our assets.

5.2 Transpower Grid Exit Points (GXP)

Our network is supplied from seven Transpower Grid Exit
Points (GXP) at substations as shown in Table 5.2.1. The three
remote GXPs at Coleridge, Arthur’s Pass and Castle Hill

each have a single transformer and a much lower throughput
of energy.

We have a number of assets installed at Transpower

GXP sites. These assets include subtransmission and

11kV distribution lines and cables as well as communication
equipment and protection relays. They are covered by

an Access and Occupation Schedule Agreement with
Transpower.

Transpower charges users, for example Orion and
MainPower, for the costs of upgrading and

maintaining GXPs. Orion owns all the assets connected

to the GXPs. We work with Transpower to plan for GXP
connection asset upgrades to ensure that any capital
expenditure at the GXP is cost effective. Security of supply
for our subtransmission network largely depends on how
Transpower’s assets are configured. We continue to review
quality and security of supply gaps.

Table 5.2.1 Customers by Grid Exit Point

GXP

Islington
Bromley
Hororata

Coleridge, Arthur’s Pass, Castle Hill and Kimberley

The Islington GXP supplies 71% of our customers. As the
number of customers reliant on the Islington GXP grows,
we are working with Transpower to overcome the risks
associated with being highly dependent on one GXP by
adding a new GXP at Norwood, near Dunsandel. Orion’s
network serves a diverse range of customers, spread over
a variety of terrains with different challenges. For planning
purposes, our network is divided into two regions:

Region A — Christchurch city and outer suburbs,
including Prebbleton

Region B — Banks Peninsula, Selwyn district townships

Customers %
71%
26%

2%

1%

Orion’s network serves
adiverse range of
customers, spread over
avariety of terrains with
different challenges.
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5.2 Transpower Grid Exit Points (GXP) continued

Figure 5.21 Region A and Region B
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5.21 Region A GXPs

As shown in Figure 5.2.1 Region A GXPs are located at
Islington and Bromley and supply the Central Business
District, Lyttelton and the Christchurch city metropolitan
area. Islington and Bromley 220kV substations form part of
Transpower’s South Island grid. They interconnect between
the major 220kV circuits from the southern power stations
and our 66kV and 33kV subtransmission network. Islington
has a 66kV and 33kV grid connection, while Bromley
supplies a 66kV grid connection only.
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5.2.2 Region B GXPs

Islington GXP also supplies a large part of the Region B
network including Banks Peninsula, milk processing near
State Highway 1, irrigation east of State Highway 1, and the
Dunsandel, Rolleston and Lincoln townships. Hororata and
Kimberley GXPs supply a significant proportion of inland
irrigation load and milk processing. These two GXPs have a
connection to the double circuit 66kV line between Islington
and the West Coast with generation injection at Coleridge
power station. Transpower provides a 66kV connection at
Kimberley and a 66KV and 33kV connection at Hororata.
The remainder of Region B is fed at 11kV from three small
GXPs at Arthur’s Pass, Coleridge and Castle Hill. Together
these supply less than 1% of our customers and load.
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5.3 Network architecture

Approximately 83% of our customers are in Region A with the
remaining 17% in Region B. Figure 5.3.1 shows an overview
of our network architecture.

Figure 5.3.1 Network voltage level and asset relationships
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5.4 Major customers

Orion has approximately 400 customers who are categorised  If major customers require extra capacity or wish to explore
as major customers. We individually discuss their security options to better manage their energy consumption, we work

and reliability of supply requirements in relation to our

with them to meet their needs. This can mean a change to

normal network performance levels at the time of connection our network supply configuration, on-site generation options

or upgrade.

or energy saving advice.

Our delivery pricing structure for major customers gives them
the ability to reduce costs by managing their load during

If major customers
require extra capacity
or to explore options
to better manage their
energy consumption,
we work with them to
meet their needs.

peak network demand signal times during the period from
1 May to 31 August. This enables us to manage load during
network maximum demand times.

Although there are issues to be co-ordinated when sites with
generation are established, there is minimal impact on the
operation and asset management of the local area network.
See Section 6.4.5.1 for details of our Distributed Energy
Resources management initiatives.

Our major customers operate across a range of industries
and sectors as shown in Table 5.4.1.

Table 5.4.41 Major customers by load size

Load Industry/Sector Number

<2MVA Al ~380

>2MVA Food processing 6
Tertiary Education 1
Shopping mall 2
Hospital 2
Airport/seaport 2
Manufacturing 2

Notes

Includes heavy manufacturing, hotels, water and wastewater
pumping stations, prisons, retail and businesses.

The Synlait Milk plant at Dunsandel was commissioned during 2008.
It required a new zone substation at Dunsandel to provide enhanced
security. In 2018 Orion worked with Synlait to support their
installation of New Zealand’s first large-scale electrode boiler as

part of its strategy to significantly reduce its environmental impacts.
The Darfield Fonterra plant commissioned during 2012 required

a new zone substation (Kimberley).

As part of obligations under the Civil Defence and Emergency
Management Act we have on-going discussions with life-line services
such as the hospitals, seaport and airport to ensure appropriate
levels of service are provided for in our future planning.
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5.5 Network development approach

We plan our network using a network development
process which is informed by the needs of our customers.
See Figure 5.5.1. It is based on the following criteria: our
Security of Supply Standard, network utilisation, forecast
demand compared with network capacity and non-network
solutions. This process benefits our customers because it
allows us to balance the growth needs of the community
and new connections while ensuring appropriate levels of
reliability and security for all customers. Further details on
our approach to planning and specific planning criteria are
set out in Section 6.4.

We plan our network
using a network
development process
whichis informed by the
needs of our customers.

Figure 5.5.1 Process for network development

Forecast demand and
contingency simulation

Establish network
constraints

Identify safety risks

Stakeholder consultation
(as appropriate)

Process for performance
measurement

-

Develop solution options

Internal and external e.g.
Transpower, customers

-

Proposed projects
reported in AMP

Implement projects

Report project completion
status in AMP
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5.5 Network development approach continued

When a network issue is identified, for example a safety risk,
capacity or security of supply gap, the process of developing
solutions begins. We consider different options to address
the gap which may include both network and non-network
solutions including Distributed Energy Resources such as
batteries. We also consider whether the solutions comply
with our design standards including safety objectives,
capacity adequacy, quality, reliability, security of supply and
economic consequences. Further details of our network
planning criteria are set out in Section 6.

Once we have established the way forward, we go through

a project prioritisation process. There we look at how we can
best schedule projects to fit in with NZ Transport Authority
and local authority projects, meet customer expectations,
consider service provider resource constraints and align
with our asset replacement and maintenance programme.

Once we have
established the way
forward, we go through
a project prioritisation
process.

More detail on our project prioritisation process is described
in Section 6.4.4.

5.6 Asset lifecycle management approach

Our engagement with customers as described in Section

4 tells us that our customers want us to maintain a safe,
reliable, and increasingly resilient network. We deliver this by
managing our assets using an asset lifecycle management
approach which includes asset maintenance planning using
reliability centred maintenance and maintenance and risk
management techniques. Throughout this process we
balance our shareholder and customer needs today, and into
the future. Asset lifecycle management means taking a long
term view to make informed and sound investment decisions
to deliver our service levels at an appropriate cost. Benefits
of a whole of life approach are:

« minimising safety risks and future legacy issues through
safety in design

« understanding capex/opex trade-offs

« establishing forecasts for operational and replacement
expenditure, thus avoiding surprises

« minimising the total cost of ownership while meeting
accepted standards of performance

The steps we take through our lifecycle asset management
approach are described in Figure 5.6.1.

5.61 Identify needs

The first step in the asset
lifecycle management
process is to establish
customer needs and future
network demands. We

do this through customer
engagement and customer
satisfaction research.

Asset lifecycle

management

Figure 5.6.1 Asset lifecycle management approach

Identify
needs

Plan/Option
analysis

Disposal/
Replace

Asset lifecycle
management

Operate/
Maintain/
Monitor

Design/
Build

We also take into account health and safety considerations
and regulatory requirements.

With an understanding of what’s needed, we set service
level targets against which we measure our performance.
For details of how our service levels are set, our service level
targets and our performance against them, see Section 4.
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5.6 Asset lifecycle management approach continued

5.6.2 Planning and options analysis

Based on what needs are

the planning stage. During
this stage of the lifecycle
Asset lifecycle process, we develop the
replacement plan and the
maintenance plan.

management

5.6.2.1 Replacement plan

A number of techniques
are used to ensure assets are kept in service until their
continued maintenance is uneconomic or until they have
the potential to pose a health and safety, environmental
or reliability risk. This is in accordance with our asset

identified, we then move into

Our current approach is based around the following:

high value assets or assets with a high consequence
of failure — predominantly condition based replacement
based on robust inspection, testing and failure rate

other assets are age or condition based replacement
as appropriate

voluminous assets with an individual low cost and low
consequence of failure — run until non-operational,
with limited inspections that are focused on identifying
damaged assets that represent a safety or
environmental risk

substation buildings and kiosks are maintained and
repaired when required

management objective which is to identify and manage risk
in a cost-effective manner and apply a balanced risk versus
cost approach to making asset maintenance and renewal
decisions. Table 5.6.1 provides a summary of the asset
management approach for each asset category.

Table 5.6.1 Asset management approach for asset class

_ Predominant condition based Predominant Run to non- Indefinite
|<_°> replacement age based operational maintenance
Asset class replacement and repair
::aY":;f::ei: r:;dhe::lfow) é CBRM model As.s.et Asset data — Asset data
o condition &
= performance
<
HV Switchgear & circuit v
breaker
Overhead lines — 11kV v
Distribution transformer v
Power transformer & regulator v
Protection v
Overhead lines — 400V v
Overhead lines — 33/66kV v
Underground cables — 400V v
Communication systems v
Control systems
Substations v
Load management v
Monitoring
Underground cables — Comms v
Underground cables — 11kV
Underground cables — 66kV v
Underground cables — 33kV v
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5.6 Asset lifecycle management approach continued

Condition Based Risk Management Model

We have Condition Based Risk Management (CBRM) models
for the majority of our network assets. These models utilise
asset information, engineering knowledge and experience
to define, justify and target asset renewal. They provide a
proven and industry accepted means of determining the
optimum balance between on-going renewal and capex
forecasts.

The CBRM model is one of the tools used to inform our
decision making for selected asset classes as part of building
our asset replacement programmes. The CBRM models
calculate the health index and probability of failure of each
individual asset. It then takes into account the consequence
of failure to finally assign the risk to that particular asset.

Our health index scoring is different to the Commerce
Commission grading system set out in Schedule 12a of the
information disclosure requirements.

Figure 5.6.3 CBRM score conversion table

Probability Condition a Health a Schedule a Definition
of failure index 12a grade
Replacement
= recommended
I\ S
[ —
o a—
End of life drivers for
High replacement present,

[ c—)
[ @—
[ @—
[ @—
o D
Medium
[ @—
[ @—
[ @—
[ e——
| e—
[@—]
Low

high asset related risk

End of life drivers for
replacement present,
increasing asset
related risk

Asset serviceable.

No drivers for
replacement, normal in
service deterioration

As new condition.
No drivers for
replacement
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5.6 Asset lifecycle management approach continued

Asset risk matrix

We have refined our approach to risk assessment for our
portfolio assets by more explicitly showing health and
criticality. As a result, we can now visually display through
a risk matrix the level of risk attributed to each individual
asset within an asset class and what intervention strategy
is required. The risk matrix is used to identify which asset
when replaced will provide the greatest reduction in the
overall fleet risk profile.

As shown in Table 5.6.2, the inputs to the risk matrix are our
asset health index and asset criticality index.

- Asset criticality index — evaluates how failure could
have an impact on safety, network performance, financial
and environment. As the consequences for the different
categories are not the same, criticality weightings are
applied to give a criticality score, ranging between C1to
C4 where C1 represents the most serious consequence

Table 5.6.2 Our risk treatment and escalation guidelines

. Asset health index — ranges between H1to H5 with
H1 being the worst health. Asset health is calculated
based on asset age and factors such as its installed
environment and performance. The factors vary for
different asset classes.

The resultant risk matrix provides a visual representation
of risk for a fleet of assets and the risk grades are linked
to the replacement strategy. The risk grade definitions for
R1to R5 are aligned to the EEA Asset Criticality Guide
and our corporate risk guideline. See Section 7.6 for the
application of the risk matrix for poles.

Risk Definition Strategy
ratings
Extreme Combination of high consequences of failure Immediate intervention
and reduced Hl indicates high risk
Very high Combination of criticality and health indicates Schedule intervention
elevated risk
R3 High Healthy but highly critical assets Reduce consequence of failure
- Medium Typical asset in useful life phrase Monitor and maintain
- Low Low relative consequence of failure Tolerate increased failure rate

Asset criticality index

Q)
hN

C3
H

=

H

N

H

w

H

Asset health index
D

H

(6]

C2 1
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5.6 Asset lifecycle management approach continued

Figure 5.6.4 Replacement decision making process

Options
optimisation
& engineering
judgement

Replacement
prioritisation

Decision making process

Replacement prioritisation — is used to inform our decision
making for selected asset classes as part of building our
asset replacement programmes. This effectively gives

the asset a ranking which can be used to help prioritise
replacement strategies.

Options optimisation — one of the main options that we
analyse for our asset replacement programme is around the
timing of the replacement. This ensures that we are getting
the best usage of our existing asset. The CBRM model can
aid us in this process by creating scenarios, including ‘doing
nothing’, that model the deterioration of asset condition
giving us an indication of the additional risk that is imposed
allowing us to then decide if this is acceptable and if this
significantly affects our service levels.

When an asset is identified for replacement it is seldom

a simple matter of replacing like for like. Internal review,
analysis and planning are undertaken for the asset, its
interaction with other equipment and its integration into
the immediate network. This leads to a range of options
to continually improve our asset, network operation,
service levels and reduce overall cost. The options involve
consideration of the following:

« the required functions, and whether the equipment
needs to be replaced or can the function be
accommodated elsewhere

- manufacturer, standardisation of equipment, failure
modes, industry experience with certain models, support
from manufacturer

« safety

« can the timing be linked to other work on the substation,
network or circuit to minimise outages and better
utilisation of resources?

- suitability for future change in the network

« lifecycle cost and environmental impact

Deliverability

Replacement
programme

Deliverability — analysis is undertaken to determine if

the work plan can be delivered. It should be noted that
external influences could adversely or positively impact the
delivery outcome. The number of units to be replaced can
be affected by network constraints, resourcing issues and
the overflow of uncompleted work from previous financial
years. The objective is to smooth the works programme by
deferring where we can but also by bringing replacement
forward where appropriate. For more information on
deliverability see Section 10.

5.6.2.2 Maintenance plan

Our network maintenance philosophy is reliability-centred
and based on retaining a safe asset function. The majority of
our assets are subjected to a routine time based programme
of inspections, maintenance and testing. However, for

our high value assets with high consequence of failure

we also undertake a reliability based programme where

the frequency and activities are tailored according to the
performance and condition of each asset. This is considered
a cost effective option for this type of asset as replacement
is very costly, however maintaining reliability is critical as an
asset failure has a high impact on service levels and other
objectives. The detailed asset management activity of each
asset class and the equipment within the asset class are
described in the relevant sections of this AMP and also in our
associated internal Asset Management Reports.

We have specific maintenance programmes for each of
our asset classes however all works generally fall into the
following categories:

+ Scheduled maintenance — work carried out to a
predetermined schedule and allocated budget

» Non-scheduled maintenance — work that must be
performed outside the predetermined schedule, but does
not constitute emergency work

- Emergency maintenance — work that must be carried out
on a portion of the network that requires immediate repair
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5.6 Asset lifecycle management approach continued

Design and build

We use service providers

for the design and build of
projects identified in the AMP.
Through this process, we use
a number of key standards
and specifications that are
set out below.

5.6.3.1 Safety in Design

We have developed a Safety
in Design process that can be applied at any stage of asset
lifecycle and can also be applied to non-network assets
such as vehicles, tools and innovation. The Safety in Design
standard is used by us and approved service providers to
identify hazards that could exist throughout the complete
lifecycle of assets from concept to disposal via construction,
operation and maintenance. The standard includes a hazard
identification and risk assessment process which, when
applied by designers and other key participants such as
those who construct and operate the assets, proposes
elimination and control measures for each identified hazard
to a level so far as is reasonably practicable. The Safety

in Design process aligns with industry best practice and
ensures designers carry out their duties in line with the
Health and Safety at Work Act 2015.

This innovation delivers on two areas of focus in our asset
management strategy:

« continually improving to provide a safe, reliable, resilient
system

« maintaining our health and safety focus

Customers benefit as a result of the equipment we install
being designed in a way that protects public safety,
minimises customer outages and enhances system resilience
in adverse events.

5.6.3.2 Design standards

To manage the health and safety, cost, efficiency and
quality aspects of our network we standardise network
design and work practices where possible. To achieve this
standardisation we have developed design standards and
drawings that are available to approved service providers.
Normally we only accept designs that conform to these
standards, however this does not limit innovation. Design
proposals that differ from the standard are considered if they
offer significant economic, environmental and operational
advantages. Design standards are listed in Appendix D
against the asset group they relate to.

5.6.3.3 Technical specifications

Technical specifications are intended for authorised service
providers working on the construction and maintenance of

our network and refer to the relevant codes of practice and
industry standards as appropriate. Specifications are listed

in Appendix D against the asset group they relate to.

5.6.3.4 Equipment specifications

We also seek to standardise equipment used to construct
components of our network. To this end we have developed
specifications that detail accepted performance criteria for
significant equipment in our network. New equipment must
conform to these specifications. However, without limiting
innovation, equipment that differs from specification is
considered if it offers significant economic, environmental
and operational advantages.

New equipment types are reviewed to carefully establish
any benefits they may provide. Introduction is carried out
to a plan to ensure that the equipment meets our technical
requirements and provides cost benefits. It must be able to
be maintained and operated to provide safe, cost effective
utilisation to support our supply security requirements.

To manage the health
and safety, cost,
efficiency and quality
aspects of our network
we standardise
network design

and work practices
where possible.
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5.6 Asset lifecycle management approach continued

5.6.3.5 Equipment operating instructions

To ensure the wide variety of equipment on our network is
operated safely and with minimum impact on our customers,
we have developed operating instructions that cover each
different equipment type on our network. We create a new
operating instruction each time any new equipment type is
introduced. See Figure 5.6.5 — Process to introduce new
equipment.

5.6.3.6 Operating standards

To ensure our network is operated safely we have
developed standards that cover such topics as the release
of network equipment, commissioning procedures, system
restoration, worker training and access permit control.

5.6.3.7 Document control process

To ensure our documentation and drawings are maintained
as accurately as possible, each is 'owned’ by one person
who is responsible for any modifications to it. Our Asset
Information team is responsible for processing these
controlled documents using a process set out in our
document control standard. This standard also defines a
numbering convention used to identify our documents based
on the type and assets covered. This approach assists in
searches for relevant documents.

Email and a restricted-access area on our website are used

to make documents and drawings accessible to approved
service providers and designers.

Figure 5.6.5 Process to introduce new equipment

Requirements for new

equipment type to be installed

Staff review = Orion's standards ==

Industry equipment

Equipment specification <4 A
Tender/award contract
Safety in Design review
cosmmensmmies R —
Installation on network
Commissioning of - Orion's equipment

new equipment

operating standards
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5.6 Asset lifecycle management approach continued

5.6.4 Operate, maintain, monitor

The operate, maintain,
monitor phase of the lifecycle
is in accordance with our
maintenance plan. Each asset
class is subject to a specific
regime for routine inspection
and maintenance and also
specified asset replacement
programmes.

Asset lifecycle

management

Requirements and scopes of work are developed from
these plans in-house and we then use our contract delivery
framework to contract out works, see Section 10. Monitoring
of assets is against the service levels defined in this AMP,
but also against specific requirements of the asset class.
The process is shown in Figure 5.6.6.

Specify work scopes

Implement maintenance/
inspection work

Review inspection/test results

5.6.5 Disposal and replacement

"¢

Asset lifecycle
management

Disposal and replacement of
assets is also informed by our
Asset Management Reports
for each asset class and in
accordance with replacement
and disposal plans. As with
maintenance, requirements
and scopes of work are
developed in-house and then
go through a competitive
tender process to contract out the works.

3

We are committed to being environmentally responsible
and we dispose of our assets in an environmentally and
sustainable manner that complies with legislation and local
authority requirements, and minimises waste. Our service

Review lifecycle management
plans and regulatory compliance

Performance monitoring

Process/remedy any defects

providers are responsible for the disposal of redundant
assets, equipment, hazardous substances and spill wastage,
including assets that fail in service, unless we specify
otherwise in our contract documentation. Our service
providers notify us of disposals and we update our asset
information systems to record these.

We closely collaborate with our service providers to ensure
that the assets are disposed of safely and that hazardous
materials are not passed on to any other party without our
explicit approval. When we design new assets, our Safety in
Design process mandates the identification, risk assessment
and control of hazards that could arise during the lifecycle
of our assets, inclusive of when we dispose of them.

The procedures for the disposal of redundant assets are
described in Section 7 under disposal plan.

98

Orion New Zealand Limited



5.7 Investment and business case framework

We develop business cases for near term projects with
different options for solving system issues and meeting
customer need. Business cases support our network
development and complex lifecycle management capital
projects, and Asset Management Reports (AMRs) support
our lifecycle management portfolio programmes of work.
Business cases are often underpinned by an overarching
business case which addresses our security of supply
architecture standards.

Our infrastructure team and other relevant support people
along with our leadership team provide internal peer review
and challenge to these business cases and AMRs. We also
share our thinking and a selection of business cases with
our leadership team and board where they meet defined
investment thresholds for approvals under our investment
and business case framework.

Further detail about the areas we consider in our network
development approach and our planning criteria can be
found in Sections 5.5 and 6.4; and the asset lifecycle
management approach is explained in Section 5.6. Orion
uses an asset planning decision framework and options
assessment approach to decide the complexity of a business
case based on the network project type proposed. Table
5.71 provides a summary of the assessment level decision
framework.

Table 5.7.1 Assessment level decision table

Level 1

Project type Renewal, replacement, AMR

Principal criteria  Single solution

Need for routine maintenance /
inspection, like for like renewal

Primary driver

Customer impact
and engagement

Minor project, renewal,
replacement

Risk based

Safety, regulatory compliance,
obsolescence, replacement /
reinforcement

Assessing customer impact, talking with customers i.e., from
ongoing outage event analysis, customer enquiries, complaints,

Level 2 Level 3

Security of supply, architecture
(reticulation or protection),
major project, renewal,
replacement

Cost benefit analysis of multiple
options

Weighing up options to improve
reliability, resilience, future
network, replacement / new
build, overhead to underground
conversion

Specific project engagement
and / or consultation

surveys, workshops, focus groups and Customer Advisory Panel

10 Year Asset Management Plan | Section5 | About our network
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Photo: View of Christchurch and wider region taken from the Port Hills.
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64 Introduction

In this section we set out how we plan our network to
prepare for the future. We discuss the changing demands
on our infrastructure as we respond to the growing needs
of our region, and the challenges and opportunities posed
by an era of rapid change in our industry.

Towards the end of this section we detail the proposed
projects our planning process has identified are needed to
maintain and increase the safety, reliability, resilience and
sustainability of our network over the coming ten years.

Our capital expenditure keeps pace with the growing
demand on our network. This growth is both in terms of
the number of customers we serve, and energy demand.

We continue to experience steady growth in the number
of residential customers moving into new housing
developments in the Selwyn District and Halswell area.
In Christchurch inner suburbs where Christchurch City
Council has changed zoning, we have also experienced
a significant increase in in-fill housing.

For example, at present the population of Rolleston sits at
around 20,000 and is predicted to jump to 28,000 within

a decade. Growth in industrial parks also continues as
businesses take advantage of new energy efficient premises
with easy access to road and rail.

To support this growth, we have planned significant projects.
Some examples of these are:

« anew Region B GXP at Norwood to support growth in
Selwyn District and western Christchurch

+ anew Region B zone substation near Rolleston to support
load growth in Rolleston and shift load from Islington GXP
to Norwood GXP

» an upgrade of the Halswell zone substation capacity
to support residential load growth in the southwest
of Christchurch

. a programme of LV network reinforcements in areas
where we forecast constraint

At Orion, we are committed to powering a cleaner and
brighter future for our community. Key to this is ensuring
our customers can take advantage of new low-carbon
technologies and providing them with greater freedom
to manage their energy use to achieve their
decarbonisation goals.

We will continue to lead and encourage our customers

to adopt low-carbon technology, particularly for process-
heating, and transportation where the biggest reduction in
carbon emissions can be achieved. We aim to provide a safe,
reliable open-access network where customers can connect
any compliant load, storage or generating device and use
our network as a platform for services to other connected
customers.

At Orion, we are
committed to powering
a cleaner and brighter
future for our
community.

In addition to this, we are seeing increased interest in new
types of Distributed Energy Resources (DERs) such as solar
panels, wind-turbines, battery storage and electric vehicles.
DERs are technologies that can generate or store energy
at a customer or utility-scale energy level. They challenge
the traditional approach to network operation and planning
which assumes larger centralised power supplies which feed
one-way to our customers. In contrast, DERs can change
power flows from single to multi-directional which places
additional demands on our low voltage networks which
were not originally designed for this type of operation.

To meet these challenges, we are implementing initiatives
that increase our knowledge of the network and systems that
can fully utilise the data sources at our disposal to optimise
the planning and operation of our network. This will enable
us to distribute clean, reliable and affordable power for

the benefit of our customers and our region through our
open-access network.
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6.2 Evolving our network

The existing electricity business model is largely uni-
directional. Large generators sell their production in the
wholesale market, and the electricity is then distributed to
end user customers, via the transmission network and lines
companies such as Orion. This traditional one-way model
is undergoing change for several reasons. These include:

- Distributed Energy Resources (DER) — the capacity for
customers to generate and store their own energy from
sources including solar and wind will see electricity fed
into grids locally, from households and businesses

- utility-scale alternative energy generation — the
development of commercially operated wind and solar
farms will change the energy landscape

- advanced digital technology — will enable greater
information access and management options at
household and business levels

- new consumption patterns — adoption of EVs, other
low carbon initiatives and other new technologies will
create new challenges due to their increased demand
for energy with less predictable behaviour

With these developments, and others that will emerge,
our customers may increasingly wish to:

« sell surplus power to the grid

« store own-produced electricity for their future
consumption and cost savings

» sell power on a peer-to-peer (P2P) basis to others
+ develop virtual storage in neighbourhood networks

» charge their electric vehicles, and other flexible usage
devices, at times when electricity pricing is lowest

« ramp back power usage at times when New Zealand’s
generation is operating from non-renewable sources

Customers will have many choices for investment and
how to make the best use of the options open to them.
We will continue to develop our understanding of what
our customers want from us and how this translates

to services they need. Regardless of the direction our
customers and the market take, we will invest in new
systems and technologies to deliver future customer
benefits over our AMP planning period.

We will continue

to develop our
understanding of what
our customers want
from us and how this
translates to services
they need.

6.21 Developing our LV capability

Historically, LV networks were planned for reasonably stable
passive household loads with one-way power flow. However,
more customers are adopting technologies such as EVs
which can place significant additional demand on a street’s
LV system. Given Orion’s LV networks supply most of our
residential customers, developing the visibility and capability
of these networks is becoming increasingly important to
efficiently manage our networks and facilitate customer
choice.

We have four LV initiatives currently ongoing:

« LV monitoring

« Smart meter information gathering

« LV usage scenario research

« LV network reinforcement, when identified as necessary
These initiatives will develop our LV networks and help us to:

« provide information to guide our operational, planning
and investment activities

« develop improved forecasting and modelling techniques
for the future

. facilitate customer choice by better enabling customers
to charge batteries during off-peak times and potentially
export power into our network at peak times — thereby
lowering their net cost of electricity

« improve customer service through real-time identification
and location of faults

- identify poor performing feeders and quality of service
to individual customers, which will then allow us to target
actions to improve customer experience

- reduce capital and operational costs by early warning
of power quality problems, such as phase imbalance

« enhance safety as real- or near-time monitoring provides
measurements which will better inform us of what is live,
de-energised, and outside of regulatory limits

. display constraints in our network, enabling others to
participate in developing solutions

10 Year Asset Management Plan | Section 6 | Planning our network
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6.2  Evolving our network continued

6.211 LV monitoring

In FY20, we began a 10 year programme to install monitoring
at around 35% of our distribution transformers. These sites,
in Christchurch residential areas, were prioritised based on

a wide range of criteria such as those with high customer
numbers and a number of solar connections, were long
overhead feeders, as well as those which were included in
our existing renewal programmes. To verify our prioritisation
process, we commissioned high-level constraint modelling
of our LV network by the Electric Power Engineering Centre
(EPECentre) at the University of Canterbury. Based on the
results of that modelling, we have revised our programme to
target a smaller group of high-risk sites and have accelerated
the programme for completion in FY26. In FY21, we installed
210 LV monitors covering 16,000 customer connections.

LV monitoring enables us to observe the use of power in
near real time, at street level. This low voltage monitoring
will sample power flows and voltage at 10 minute intervals,
generating a wealth of data that will allow us to see and
respond to changes of activity on the network. Having
visibility of how our network is being used at this granular
level will also help us to provide customers with a more
flexible, dynamic range of choices for managing their
energy needs.

Analysing the data from these monitors is enabling us to
develop a better understanding of baseline LV demand and
will enable us to see how it changes as adoption of EVs,
solar PV, battery storage and energy sharing become more
prevalent, and patterns in customer behaviour emerge.

In the long-term, we aim to use this data to monitor trends
and demand profiles at the LV feeder level to inform our
investment decisions.

In the UK, 70% of solar penetration at household level occurs
on just 30% of UK streets. This clustering effect is one of the
reasons we need to increase our visibility and understanding
of our low voltage network to ensure we focus network
development on the areas where it is most needed.

We can also leverage our LV monitoring programme to
gain greater visibility of our HV network by using the live
LV monitor data in conjunction with the state-estimation
capabilities of our Advanced Distribution Management
System (ADMS).

With increasing rates of installation, we expect to achieve our
target of 1,600 sites by the end of the programme in FY26.

6.21.2 Smart meter information gathering

While the LV monitoring programme will provide us with
excellent information on our network’s performance at the
start of a feeder, information from further downstream is
required to fully assess the performance of our LV network.

The quality of electricity supply varies depending on where

a home is located along the length of a feeder — for example,
the last few houses on a line may be more susceptible to
voltage performance issues.

Having visibility of how
our network is being used
at this granular level will
also help us to provide
customers with a more
flexible, dynamic range
of choices for managing
their energy needs.

To monitor performance of this aspect of our service, we’ll
require information from one of two sources:

« LV monitors installed further down the feeder on our side
of the customer’s point of supply, for example on the last
power pole or in the distribution box, or

. existing smart meters installed on the meter board at the
customer’s home

Our preference is to use smart meters already installed
on homes as this is likely to be the most cost-effective
and efficient option for our customers, compared to Orion
installing new standalone monitors.

We are currently working with meter providers to obtain
access to smart meter information and are hopeful this is
achievable. This data will help us prioritise where we should
install real-time monitoring. An allowance for sourcing
additional smart meter information has been incorporated
in our operational expenditure.

In the long-term, we
aim to use this data to
monitor trends and
demand profiles at
the LV feeder level to
inform our investment
decisions.
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6.2  Evolving our network continued

6.21.3 LV usage scenario research

In FY20, we commissioned a high-level deterministic study,
in collaboration with EPECentre at the University of
Canterbury, to forecast the potential impact of electric
vehicles and residential batteries on our low voltage
network. The study focussed on residential areas which
were more likely to experience residential infill and EV
clustering. This study built on the preliminary constraint
results published in our 2019 AMP by refining our network
parameters and investigating a wider range of EV charging
behaviours.

The four scenarios considered were:
- Scenario 1 - Diversified EV load at peak (1kW/EV)
« Scenario 2 — Undiversified EV load at 9pm (3kW/EV)

« Scenario 3 — Diversified EV load at peak with battery
support (IkW/EV and 4kW battery support from
5% of connections)

« Scenario 4 — Undiversified EV load at peak (3kW/EV)

Constraints were defined as:
« Transformers operating above 100% rated current
. Cables/Lines operating above 100% rated current

- Cables/Lines operating outside voltage regulations
(230V * 6%)

The results from this work have enabled us to identify LV
networks which will be most vulnerable to load changes
arising from the adoption of EVs and residential batteries.
Figures 6.21 and 6.2.2 summarise our findings, based on

our four scenarios. These results clearly illustrate the benefits
of diversified charging behaviour to spread load more evenly
over the network in the long-term.

Lower off-peak pricing can lead to deferred charging
behaviour resulting in higher undiversified loads. Scenario 2
demonstrates how off-peak pricing to encourage deferring
charging until after 9pm shows some merit at low EV
penetrations rates but causes greater constraints on the
network as the EV population grows.

Figure 6.2 Projected residential distribution transformer constraints
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6.2  Evolving our network continued

Figure 6.2.2 Projected residential LV network constraints
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EV uptake in our region is currently estimated at around 2.6%
of our customer connections. However, due to the clustering
effect, it is unlikely that these are evenly distributed across
the network. Therefore, while the results of the scenario
modelling are useful for determining the high-level impact of
electric vehicles on our LV network, it is important to validate
them with real world measurements to inform our investment
decisions. This is an important reason for monitoring our low
voltage network. See Section 6.2.1.1.

In FY21, we completed a further, in-depth probabilistic
study with EPECentre focussing on the most constrained LV
network feeders identified by our high-level analysis. The
purpose of this study was to analyse the variability in their
performance based on EV battery capacities, and customer
travel patterns and charging behaviour. The results illustrated
a slight increase in the capacity of the LV network feeder to
host EVs due to increased diversity in charging times and
durations. The results reinforced the validity of Scenario

1 (1kW/EV at peak) from our high-level study, assuming

EV owners maintain similar travel patterns to internal
combustion vehicles.

6.21.4 LV network reinforcement

Based on LV modelling undertaken to date, we believe
most of our low voltage network has sufficient capacity to
meet demand in the short-to-medium term. However, as
EVs are adopted by more households and businesses, and
we gather more data on our low voltage network utilisation,
it is expected reinforcement above historic levels will be
required. We are currently reviewing our LV strategy and
have increased our reinforcement budget forecast to
address these constraints. The projected constraints on our
LV network are predominantly located in urban areas.

Figure 6.2.3 illustrates their geographic distribution across
our region by Stats NZ areas (SA2). Refer to Section 6.6.2.2
for details of our LV reinforcement programme.

Orion will undertake LV network reinforcement through a
portfolio of measures such as addressing phase imbalance,
upgrading and adding new distribution transformers, and
installing new low voltage lines and cables. Where cost
effective, we will also look at implementing non-traditional
solutions to defer reinforcement such as static compensators
(STATCOMs) to provide voltage support or network scale
batteries to reduce distribution transformer and 11kV feeder
demand at peak times. In some cases, we may undertake
greater Distributed Energy Resources Management, for
example EV smart charging, to reduce peak load.

These innovations deliver on our asset management strategy
focus on embracing the opportunities to re-imagine our
future network.

Based on LV modelling
undertaken to date,

we believe most of our
low voltage network
has sufficient capacity
to meet demand in the
short-to-medium term.
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6.2  Evolving our network continued

6.2.2 Improving our systems

As our network evolves, we must ensure our processes and
systems keep pace and adapt to our new requirements.

In the future, we aim to develop our forecasting and
modelling capability in addition to improving the overall
integration of our operational systems.

6.2.21 Enhanced data analytics

Improving our data analytics capability will enable us to
forecast and model a range of performance factors, including
distribution transformer utilisation, voltage imbalance and
power factor. The integration of this information with our
other systems, such as our GIS platform will enable us to
build a real-time digital model of our network.

Depending on the application, different forecasting and
modelling techniques will be required to:

« allow the smart control of power electronics and
energy storage, and in particular, the management of
peak demand

. forecast load ahead of time to avoid outages as well
as prolong the life of assets, translating into reduced
customer interruptions

« assess investment choices for a subsequent financial year

» assess the potential impacts from scaled up adoption
of low carbon technologies by customers, including
clustering impacts

An enhanced digital network model will also enable
improved:

« detection of electrical safety concerns both on our
network and in customer premises which may be
identified from smart meter information and our
LV monitors

« power flow outputs which can allow us to identify voltage
fluctuations, violation limits, fault currents etc., as a tool
in the operation of our network

Improving our data
analytics capability will
enable us to forecast
and model a range of
performance factors,
including distribution
transformer utilisation,
voltage imbalance and
power factor.

6.2.2.2 Integration with operational systems and
business processes

Our Advanced Distribution Management System (ADMS)

will be incrementally upgraded to support the anticipated
future requirements — avoiding the need to purchase and
implement an entirely new system, see Section 7.16. Our view
is improvements will build on our existing load management
and upper South Island coordination expertise.

It is also our desire to develop our systems to allow non-
discriminatory secure data access and transfer to eligible
market parties and customers. To help ensure this occurs
in an efficient manner for our customers we will continue
collaboration with retailers and other industry players on
technology development, process and communications
platforms.

Current examples of this are:

« installing low voltage monitoring systems on our
LV feeders

« discussions with smart meter providers around
data access

- EV managed charging pilot

10
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6.3 Preparing for growth

Network development is driven by growth in peak demand,
not energy. The peak demand capability of our network is
defined by network component capacities. For this reason,
we concentrate on forecasting peak demand across all levels
of our network, rather than energy usage.

The network development projects listed in this 10 year
AMP ensure we can maintain capacity, quality and security
of supply to support the forecast growth rates. Actual growth
rates are monitored on an annual basis and any change will
be reflected in next year’s development plan.

Our network feeds
both high density
Christchurch city
loads and diverse
rural loads on the
Canterbury Plains
and Banks Peninsula.

The factors and methodologies we use to estimate the
quantity and location of load growth is described in our
document: Long-term load forecasting methodology for
subtransmission and zone substations. In summary, our
method is to forecast growth at the zone substation level
and translate this up to Transpower GXPs and finally to

a total network demand forecast.

Our forecasts consider a range of scenarios from uptake of
electric vehicles, battery storage and solar photovoltaics (PV)
to changes in customer behaviours.

Our GXP and zone substation forecasts take account of
our electric vehicle forecast, continued improvements in
energy efficiency and growth in households and business
associated with population growth. We have insufficient
information to include any meaningful battery storage
forecasts at this level but have included a possible scenario
in the overall network total.

6.31

Our network feeds both high density Christchurch city
loads and diverse rural loads on the Canterbury Plains and
Banks Peninsula.

How we forecast demand growth

Growth in electricity consumption in Christchurch and

on Banks Peninsula has historically matched growth in
population, including the holiday population for Banks
Peninsula. Peak electricity consumption growth on the
Canterbury Plains has been driven by changes in land use
rather than population growth.

Besides weather, two other factors influence load growth:
« population increases
- changes in population behaviour

At a national level, it is reasonably easy to forecast
population growth. When the national forecast is broken
down to a regional level, the accuracy is less reliable but
still useful in predicting future demand growth. At a regional
level, we derive our load forecast from a combination of
bottom-up inputs, such as household growth forecasts by
Christchurch City Council and Selwyn District Council using
Stats NZ 2018 projections and historical trends in growth.

6.311 Our network maximum demand

Maximum demand is the major driver of investment in our
network so it’s important for us to forecast it as accurately

as we can. This measure is very volatile and normally varies
by up to 10% depending on winter weather. Our network
maximum half hour demand, based on load through the
Transpower GXPs, for FY21 was 623MW during the peak that
occurred on 1 July 2020, up 19MW from the previous year.

On 9 August 2021 load reached 712MW. Nationally, cold
weather and insufficient generation contributed to the need
for Transpower to issue a Grid Emergency Notice. At the
evening peak, Orion was able to lower load to 672MW with
normal load management.

In the medium-term maximum network demand is influenced
by factors such as underlying population trends, new
customers joining the network, growth in the commercial/
industrial sector, changes in rural land use, climate changes
and changes in customer behaviour.

Many things influence changes in customer energy
consumption which are hard to predict in an era of rapid
change. Some of the issues we need to consider are:

« Electric vehicles — EV uptake rates are uncertain, what
proportion of EV drivers will charge at home and when,
the diversity of home charging and what size charger
will be used are all current unknowns

. Customer actions — how customers will respond to
signals of high cost power or high CO, generation are
unknown. A focus on decarbonisation could lead to
improved house insulation, greater appliance efficiency,
and customers responding to reduce peak load

« Coal boiler conversions — Government has introduced
initiatives for business to move away from coal for
industrial processes and heating. We are engaging
with larger boiler users to gain insight into their
decarbonisation plans

« Solar photovoltaics — the future uptake rate, and size
of solar installations is uncertain

- Batteries — battery uptake rates remain uncertain, as
does knowledge of how our customers will use batteries.
Customers may discharge batteries at expensive evening
peak times, and recharge the batteries at cheaper times,
or may discharge their batteries when they get up in
the morning and through the day — meaning evening
electricity usage may still be from the grid
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6.3 Preparing for growth continued

Given the range of impacts the changes in the energy sector
will bring, we can no longer rely only on maximum demand
forecasts based primarily on historical growth. Instead we’ve
moved to scenario based maximum demand forecasting as
shown in Figure 6.3.1.

All our maximum demand scenario planning assumes solar
photovoltaics have no effect on the peak, which occurs on
a winter evening after sunset — i.e. at a time when the sun
isn’t shining.

Our total network forecast is higher than the linear

history due to the forecast population increase in our
region, industrial development in Rolleston, and ongoing
regeneration in the central city. Winter peak demand on
our network is anticipated to increase by approximately
14MW (18%) over the next 10 years. This is based on the
mid scenario shown in Figure 6.3.1. Significant volatility can
be expected in annual actual maximum demands, with 10%
variation depending on winter weather. Capital investment
plans will be modified as load growth is observed.

Our maximum demand is linked with cold weather. The extra
growth in forecast maximum demand in the next few years
includes new load from Te Pae Christchurch Convention and
Exhibition Centre, Metro Sports facility, the Canterbury Multi-
Use Arena and Lincoln University moving from coal

to electricity for heating.

Descriptions of the four Figure 6.3.1 forecast scenarios are:

- Low scenario — the low scenario is based on continued
energy efficiency at 0.5% per annum and battery storage,
in either stationery or mobile form, being used to counter

Given the range of
impacts the changes in
the energy sector will
bring, we can no longer
rely only on maximum
demand forecasts
based primarily on
historical growth.

the impact of electric vehicle charging at peak — that is
batteries inject power at peak to meet the charging needs
of electric vehicles. The rate of coal boiler conversions to
electricity is half that used in the mid scenario.

« Mid scenario — this indicates underlying growth from new
residential households, industrial uptake and commercial
rebuild. For EVs we have used Ministry of Transport
potential uptake figures as a baseline. This assumes
~13% of the region’s vehicle fleet will be electric in 10
years and we have assumed 20% charging at peak times.
Energy efficiency continues to reduce peak demand

Figure 6.3.1 Overall maximum demand trends on the Orion network
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6.3 Preparing for growth continued

by 0.5% per annum. We expect new business and
residential buildings will be more energy efficient than the
older buildings they replace. An allowance for coal boiler
conversions has been included to align with Transpower’s
Te Mauri Hiko — Energy Futures vision.

This forecast does not include the effects of batteries
which have more uncertain uptake and impact at peak
winter times. The impact batteries have in reducing peak
load is likely to be low compared to other uncertainties.

- High scenario — this high scenario shows the
consequences of further energy efficiency gains
becoming unattainable, coal boiler conversions matching
the mid scenario and a trebling of the electric vehicle
impact to match the highest scenario from the Climate
Change Commission.

. Potential extreme cold snap peak - this forecast is
based on events similar to those in 2002 and in 201
when a substantial snowstorm changed customer
behaviour. We experienced a loss of diversity between
customer types. There was significant demand from
residential customers due to some schools and
businesses remaining closed. When planning our network,
it is not appropriate to install infrastructure to maintain
security of supply during a peak that may occur for two or
three hours once every 10 years. This forecast is therefore
used to determine nominal — all assets available to supply
— capacity requirements of our network only.

6.31.2 Demand forecasting uncertainties

This section provides further detail on some of our
assumptions about the more significant uncertainties
we face in our demand forecasting.

Climate Change Commission

The Commission has provided advice to Government on
actions to meet New Zealand’s climate targets. This includes
increasing EV uptake and coal boiler conversions. We have
used ECAN consent information to locate large coal boilers
and are contacting these major customers to gain insight into
their decarbonisation plans. Initial indications are that some
will use biomass rather than electricity, and some will use
electricity for pre-heating rather than converting the entire
boiler load.

While we are gaining clarity about customer’s plans we

have increased our forecast network total over the next

10 years to align with the Accelerated Electrification Scenario
in Transpower’s Te Mauri Hiko — Energy Futures. Our pricing

incentivises major customers’ reduction of use at peak times
so the impact of boiler conversions on our peak load may

be less than the total boiler electrification.

Utility-scale solar

Interest in utility-scale solar connections indicates potential
for 1OMW to 100MW+ of solar PV generation to be added
within Region B. Summer peaks sometimes occur after 7pm

In the future, itis
anticipated electricity
networks will undergo
major changes in
consumer energy usage
habits due to increased
customer choice and
the impact of climate
change.

when solar radiation is reduced. Together with cloud cover
the solar generation can be less than 5% of nameplate
capacity at the time of peak load. We plan to monitor the
output of these solar connections so their contribution can
be excluded from our peaks which will reveal the change in
underlying load. Standard forecasting methodology can be
applied to this underlying load, with the solar output reported
separately.

COVID-19

The impact of the worldwide COVID-19 pandemic and
associated responses could change load. These changes
could be due to:

« significant population growth as New Zealanders return
home and immigrants seek safety here

« businesses closing as a result of lockdowns and curtailed
international tourism

Current information indicates none of our Major Projects
in the next two years are expected to change due to these
factors.

Energy transformation and climate change

In the future, it is anticipated electricity networks will
undergo major changes in consumer energy usage habits
due to increased customer choice and the impact of climate
change. At a national level, Transpower has produced their
Te Mauri Hiko — Energy Futures long-term vision of future
electricity use. The focus of this vision is the 20-50 year
range as opposed to our 5-10 year planning horizon. Being at
a national level it is difficult to translate this into the projected
impact on our network. We will however use their underlying
information where it provides a forecast that better matches
observed changes compared with other projections.
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6.3 Preparing for growth continued

Milk processing plants

The timing and demand changes due to possible moves

by milk processing plant operators causes significant
forecasting uncertainty. For this reason, we are cautious
about our development plans to ensure that we do not install
assets that may later become underutilised.

Battery storage

Customer battery storage connected to our network has
been increasing between 1 and 2MWh/year since January
2019 with the average capacity per installation being 8kWh.
Although this is presently not significant, the charging and
discharging orchestration of battery storage will influence
the observed system peak as the battery capacity grows.

Figure 6.3.2 shows the number and capacity of battery
installations on our network.

Figure 6.3.2 Number and capacity of battery installations
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6.3 Preparing for growth continued

Electric vehicles

Electric vehicle uptake was increasing linearly until July 2021
when the Clean Car Discount was introduced. Uptake is
expected to increase but limited by supply constraints.

The majority of the local fleet are Nissan LEAF imports.
Clustering of EV uptake due to neighbourhood
demographics may impact areas of the low voltage

network before overall numbers are substantial. Data from
vehicle registrations indicates the suburbs with a higher
concentration are Cashmere and Halswell. Figure 6.3.3
shows EV uptake has fallen below the NZ target.

We have conducted some preliminary research into the
impacts of EV uptake on our LV network. Results of this
research are summarised in Section 6.2.1.3.

Figure 6.3.3 Electric vehicle uptake in New Zealand and Canterbury

60,000 Canterbury (right axis) 20,000
NZ Total (left axis)
50,000 NZ Target (left axis)
15,000
40,000 >
3
N 2
z 2
30,000 10,000 %
(8]
20,000
5,000
10,000
[¢] 6]

Sep-2015

Mar-2016
Sep-2016
Mar-2017
Sep-2017
Mar-2018
Sep-2018
Mar-2019

Sep-2019
Mar-2020
Sep-2020

Mar-2021
Sep-2021
Mar-2022

10 Year Asset Management Plan | Section 6 | Planning our network 15



6.3 Preparing for growth continued

Distributed generation

In conjunction with University of Canterbury, and thanks

to MBIE research funding, Orion contributed to the
development of a Distributed Generation Connection
Guideline. The guideline requires distributors to establish a
Distributed Generation (DG) hosting capacity for each low

Figure 6.3.4 shows solar uptake in terms of connections
and capacity since 2008. Solar PV penetration is about

2% by network connection count and

less than 1% of

energy delivered. The installed capacity has reached 3%.
Figure 6.3.5 shows that the uptake rate picked up again

voltage network feeder. This hosting capacity will be based in 2021.

on an expected medium-term uptake/penetration level.

Figure 6.3.4 Current level of solar PV uptake on our network Connections Capacity
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Figure 6.3.5 Rolling 12 month increase in solar PV connections
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Subdivisions

The level of subdivision activity depends on economic
conditions and population growth. The response to
COVID-19 may include an increase in immigration to NZ
but data to inform forecasting is not yet available.

The most recent population forecast update has the annual
increase in households remaining approximately 3,000 for

several years then dropping to 2,000.
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6.3 Preparing for growth continued

6.3.2 Our network’s energy throughput

Prior to the 2010/11 Canterbury earthquakes, our network
showed an average energy growth rate of about 1.8%

per year, see Figure 6.3.6. The drivers behind this were
population growth in Christchurch, growth in holiday
population for Banks Peninsula and changes in land use

on the Canterbury Plains. For the years post the Canterbury
earthquakes, this rate decreased to approximately

1.0% per year, due to more energy efficient new housing
and commercial buildings and more energy efficient
domestic heating and production processes.

Figure 6.3.6 System energy throughput
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6.3.3 Territorial authority growth

Our network spans two territorial authority areas:
Christchurch City Council (CCC) and Selwyn District Council
(SDC). The following information summarises our forecasts
for each of these territorial areas, before we move into
demand forecasts at GXP and zone substation level.

Both territorial authorities publish useful area planning
information and we use this to plan for growth on our
distribution network. Their plans are informed by the Greater
Christchurch Partnership which is a collaboration between
local councils, iwi, and government organisations.

6.3.31 Christchurch city demand growth forecast —
Region A

To forecast the growth in residential demand in the

Christchurch city area, we map each of the census area

units to one or more zone substations in our model.

To forecast industrial growth, we utilise Christchurch city
industrial vacant land reports to identify areas developed
and zoned for potential growth. We utilise historic uptake
rates and market judgement to allocate 20Ha of growth
per annum to the different areas of available land. These
allocations are mapped in our model to a zone substation
with a forecast load density of 130kW per hectare.

FY12 FY15 FY18 FY21 FY24 FY27 FY30 FY31

Large loads at specific points are identified through
connection applications and allocated to the relevant zone
substation. This is supplemented by use of CCC land zone
maps to determine the areas suitable for commercial/
industrial infill growth. This part of our forecast is a relatively
discretionary process and is heavily dependent on the
vagaries of the commercial development market.

Overall Region A growth is winter dominated and follows the
same trend as the maximum demand of the overall network.
See Figure 6.3.1.

In the medium-term, CCC’s District Plan review expects to
deliver an increase in residential infill within the Christchurch
central city and areas around shopping malls by introducing
Medium Density Residential zones and Suburban Density
Transition. In the short-term, major subdivision growth

is planned for Halswell and the central city East Frame.
Industrial development is expected to mainly continue

in Islington, Belfast and airport areas.

10 Year Asset Management Plan | Section 6 | Planning our network
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6.3 Preparing for growth continued

6.3.3.2 Central Canterbury and Banks Peninsula demand
growth forecast — Region B

For Region B, we use the latest SDC household growth
projections to forecast residential growth in the greater
Selwyn region. Most of our zone substations within

Selwyn District are required to meet irrigation load and
predominately have their peak load in summer. However,
significant residential growth has occurred around Rolleston,
Larcomb and Lincoln zone substations and these substations
have their peak load in winter. Region B, the majority of
which is in Selwyn District, network peak is anticipated to
increase by approximately 18MW (12%) in the next 10 years.

We have started to receive enquiries about connecting
utility-scale solar PV within Region B. This has potential to
reduce the peak summer GXP load, but network capacity
is still required for evening peaks and cloudy periods.

Figure 6.3.7 shows recent summer load growth in our
Region B area. The FY21 summer peak included cooling load
of VY9MW when the temperature reached 34°C.

Region B winter load growth is also shown in Figure 6.3.7
with the FY12 peak due to a significant August snowstorm.

The SDC residential forecast indicates significant growth
is expected to continue around Rolleston, Prebbleton and
Lincoln townships for a few years. Higher than normal
growth is also expected due to planned development at
Lincoln University.

The SDC residential
forecast indicates
significant growth s
expected to continue
around Rolleston,
Prebbleton and
Lincoln townships
for a few years.

Figure 6.3.7 Region B maximum demand
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6.3 Preparing for growth continued

6.3.4 Present loading

Region A geographical map in Figure 6.3.8 demonstrates
areas of high and moderate loading on our network.

The changes from our 2021 AMP are:
« Dallington and Rawhiti moved to more than 70%

« Hornby, llam and Sockburn moved to less than 70%

Figure 6.3.8 Zone substations — Region A FY21 maximum demand as a percentage of firm capacity
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6.3 Preparing for growth continued

The Region B geographical map in Figure 6.3.9 The changes from our 2021 AMP are:
demonstrates areas of high and moderate loading on our . Te Pirita moved to more than 90%
network. Substations with load exceeding 90% of firm
capacity have been coloured red.

« Hororata moved to less than 90%

« Duvauchelle moved to more than 70%.

Figure 6.3.9 Zone substations — Region B FY21 maximum demand as a percentage of firm capacity
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6.3 Preparing for growth continued

6.3.5 Load forecast

Using the inputs detailed in the previous sections, we have
forecast our GXP and zone substation load for the next

10 years. Each substation is assigned a Security Standard
Class which outlines our restoration targets under different
contingency scenarios (refer to Section 6.4.1 for further
details). Firm capacity is determined by calculating the
remaining capacity of each site should one item of

plant fail (N-1).

Table 6.3.1 GXP substations — load forecasts (MVA)

6.3.5.1 Transpower GXP load forecasts

Table 6.3 indicates the capacity of each Transpower GXP
that supplies our network. Present and expected maximum
demands over the next 10 years are also shown.

Note the impact of projects incorporated in this plan is not
reflected in the GXP load forecasts. The tabled loads are
those expected if no development work is undertaken. Firm

capacity is the capacity of each site should one item of plant

fail. See Section 5.2 for a map of Transpower’s system.

GXP substation Security Firm Actual FY22 FY23
Standard capacity FY21
Class
Bromley 66kV Al 220 142 141 142
Islington 33kV B1 107 67 68 72
Orion Islington Al 4801 402 406 418
66kV
Hororata 33kV C1 23 21 21 21
Kimberley 66kV, C1 708! 49 49 49
Hororata
(66 & 33kV)
Arthur’s Pass D1 3 0.3 0.4 0.4
Castle Hill D1 375 0.6 0.7 1.0
Coleridge D1 25 0.3 0.4 0.4
Notes:

1. 532 MVA total firm capacity. Assumes only 45% of Mainpower’s load
is fed from Islington post Islington T6 contingency. Emerging constraint
to be managed by transferring Larcomb and Weedons to Norwood GXP

2. Monitor growth and transfer load to Hororata 66kV if needed in the
short-term. Project 604 scheduled for FY26/27 to reduce loading

143

74

428

21

50

0.4

1.0

FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32
144 145 145 146 147 148 149 154
75 76 78 79 81 82 83 87
434 440 444 448 453 458 464 479
21 21 22 22 22 22 22 22
50 50 50 51 51 51 51 52
04 04 04 04 04 04 04 04
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
04 04 04 04 04 04 04 04

0.4

on this GXP by transferring Bankside from the 33kV to the 66kV
subtransmission network.

Assumes full generating capacity available from Coleridge. Can be
limited to 40MW capacity when Coleridge is not generating or providing
reactive support

6.3.5.2 Zone substation load forecasts

The following two tables compare the firm capacity of each
of our zone substations with present and forecast load.

The electric vehicle uptake scenario and customer actions
described in Section 6.3.1.1 have been incorporated into the
forecasts. The uptake of residential solar PV connections

is being recorded but not incorporated into the forecasts
because the impact on zone substation peak demand,
especially winter peaking areas, is negligible. At this stage
we have not incorporated the impact of battery storage into
our zone substation forecasts as we do not anticipate the
impact of batteries to be significant at the zone substation
level within the next 10 years.

The “Year 10 High EV Impact” in the final column of
Table 6.3.2 shows the potentially higher load if there is:

clustering of EV uptake three times higher than the
network average. This scenario allows for accelerated
localised uptake due to neighbourhood influence

i.e. neighbours are more likely to buy an EV, if EVs

are more common in the area, and

diminished response to measures to encourage charging
away from peak. This allows for twice as many charging
at 6pm i.e. 40% of EVs

10 Year Asset Management Plan | Section 6 | Planning our network
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6.3  Preparing for growth continued
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Our proposed resolution is:
Halswell Load transfer to Hoon Hay & Shands then a transformer upgrade
Milton Load transfer to Addington zone substation
Papanui Transfers to Waimakariri & new Belfast zone substation
ands rade capacity with site conversion to
Shand Upgrad ty with sit to 66kV
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6.3  Preparing for growth continued
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Indicates load greater than firm capacity
Our proposed resolution is:
Highfield Load shift from Rolleston will lead to constraint at Highfield which is resolved by new substation at Norwood
Larcomb Load shift to Rolleston if needed
Lincoln & Load shift from Lincoln to Springston where a second transformer added when needed
Springston giving combined firm capacity of 43MVA
Rolleston Load shift to Highfield (where transformer will be rerated when customer upgrade confirmed),

then construct new Burnham 23MVA substation to replace Rolleston
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6.4 Planning criteria

When planning our network, we:

take account of customer feedback to determine the
value they put on reliability, resilience, focus on the future
and sustainability

preserve our HV security of supply standard, which is the
ability of our network to meet the demand for electricity
when electrical equipment fails

monitor our network utilisation thresholds to prepare
an annual reinforcement programme for our network

compare our current network capacity with load forecast
scenarios. The resulting projects are based on our design
standards

projects are based on our design standards. The projects
are then prioritised taking account of the ability to deliver
the work each year

consider, especially as the network becomes constrained,

non-network solutions to relieve these constraints as an
alternative to or to delay network investment

S
u
n

ecurity of supply
nderpins our HV
etwork resilience.

6.41

Security of supply is the ability of a network to meet the
demand for electricity in certain circumstances when
electrical equipment fails. The more secure an electricity
network, the greater its ability to continue to perform or the
quicker it can recover from a fault or a series of faults.

HV security of supply standard

Security of supply underpins our HV network resilience.
It is grounded in the flexibility of our network to be
reconfigured to provide power from alternative sources
when needed. Security of supply differs from reliability,
which is how the network performs, measured by the
frequency and duration of power outages per customer.

In addition to our security of supply standard, customers
are given the opportunity at the time of initial connection
to discuss their individual security of supply requirements.
We will also make changes to individual security of supply
arrangements for existing customers.

Our security of supply standard caters for connections of
sizes that meet our major customer’s needs and individual
security arrangements on our network are minimal. They
are mainly limited to high profile services such as hospitals,
ports, Christchurch International Airport and public sports
venues. We also have in place individual security of supply
agreements with milk processing plants at Darfield and
Dunsandel.

Our Network Security of Supply Standard is shown
Table 6.4.1.

124

Orion New Zealand Limited



6.4

Planning criteria continued

Table 6.41 HV Network Security of Supply Standard

Security Description of area
Standard or customer type

Class

Transpower GXPs

Al

B1

1

D1

Orion 66kV and 33kV subtransmission network

A2 (Note 2)

A3

B2 (Note2)

B3

C2 (Note2)

€3]

C4

GXPs supplying CBD,
commercial or special industrial
customers

GXPs supplying predominantly
metropolitan areas (suburbs or
townships)

GXPs supplying rural and semi
rural areas (Region B)

GXPs in remote areas

Supplying CBD, commercial or
special industrial customers

Supplying CBD, commercial or
special industrial customers

Supplying predominantly
metropolitan areas (suburbs or
townships)

Supplying predominantly
metropolitan areas (suburbs or
townships)

Supplying predominantly rural
and semi-rural areas (Region B)

Supplying predominantly rural
and semi-rural areas (Region B)

Supplying predominantly rural
and semi-rural areas (Region B)

Orion 11kV network

A4

A5

A6

B4

B5

€5

(&9

Supplying CBD, commercial or
special industrial customers

Supplying CBD, commercial or
special industrial customers

Supplying CBD, commercial or
special industrial customers

Supplying predominantly
metropolitan areas (suburbs or
townships)

Supplying predominantly
metropolitan areas (suburbs or
townships)

Supplying predominantly rural
and semi-rural areas (Region B)

Supplying predominantly rural
and semi-rural areas (Region B)

Size of
load
(MW)

15-600

15-600

15-60

0-1

15-200

2-15

15-200

1-15

15-200

4-15

24

0.5-2

0-0.5

0.5-4

0-0.5

1-4

0-1

Single cable, line

or transformer
fault, N-1

No interruption

No interruption

No interruption

Restore in repair
time

No interruption

Restore within
0.5 hour

No interruption

Restore within
2 hours

No interruption

Restore within
4 hours MNote?

Restore within
4 hours Note?

Restore within
0.5 hour

Restore within
1 hour

Use generator
to restore within
4 hours

Restore within
1 hour

Use generator
to restore within
4 hours

Restore within
4 hours Note?

Restore in repair
time

Double cable, line or
transformer fault, N-2

Restore within 2 hours

Restore within 2 hours

Restore within 4 hours Nte?

Restore in repair time

Restore within 1 hour

Restore 75% within 2 hours
and the rest in repair time

Restore within 2 hours

Restore 75% within 2 hours

and the rest in repair time

Restore within 4 hours MNete)

Restore 50% within 4 hours
and the rest in repair time ®Nete?

Restore in repair time

Restore 75% within 2 hours
and the rest in repair time

Restore in repair time

Restore in repair time

Restore in repair time

Restore in repair time

Restore in repair time

Restore in repair time

Note 1. Assumes the use of interruptible irrigation load for periods up to 48 hours.
Note 2. These substations require an up-to-date contingency plan and essential neighbouring assets to be in service prior to the
commencement of planned outages. During these outages, loading should be limited to 75% of firm capacity of the remaining in-service assets.

Bus or switchgear fault

No interruption for 50% and
restore rest within 2 hours

No interruption for 50% and
restore rest within 2 hours

No interruption for 50% and

restore rest within 4 hours
(Note 1)

Restore in repair time

No interruption for 50% and
restore rest within 2 hours

Restore within 2 hours

No interruption for 50% and
restore rest within 2 hours

Restore within 2 hours

No interruption for 50% and

restore rest within 4 hours
(Note 1)

Restore within 4 hours Nete?

Restore 75% within 4 hours
and the rest in repair time Note )

Restore within 2 hours

Restore 90% within 1 hour
and the rest in 4 hours
(use generator)

Use generator to restore
within 4 hours

Restore 90% within 1 hour
and the rest in 4 hours
(use generator)

Use generator to restore
within 4 hours

Restore 75% within 4 hours
and the rest in repair time Note )

Restore in repair time
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6.4 Planning criteria continued

6.4.2 Network utilisation thresholds

Historic loading data from our DMS and forecast zone
substation and subtransmission utilisation figures are used
to prepare our 10-year programme of works for our network.

Growth at the 11kV distribution level is largely dependent
on individual subdivision development and customer
connection upgrades. Growth in excess of the system
average is not uncommon and localised growth rates are
applied as necessary. Zone substations, subtransmission
and distribution feeder cables are subject to four distinct
types of peak load:

« Nominal load - the maximum load seen on a given
asset when all of the surrounding network is available
for service

« N-1load - the load that a given asset would be subjected
to if one piece of the network was removed from service
due to a fault or maintenance

« N-2load - the load that a given asset would be subjected
to if two pieces of the network were removed due to a
fault or maintenance

« Bus fault load - the load that a given asset would
be subjected to if a single bus was removed from
service due to a fault or maintenance. A bus is part
of the configuration of equipment in a substation.
The operational flexibility and reliability of a substation
greatly depends upon the bus design

As defined in our security of supply standard, the location
and quantity of load supplied by a feeder has a bearing

on whether all or only some of the four load categories
described above should be applied to an asset for analysis.

If the peak load reaches 70% or the N-1, N-2 or bus fault
load reaches 90% of the asset capacity then a more detailed
review of the surrounding network is instigated.

6.4.3 Capacity determination for new projects

When a capacity or security gap is identified on the
network we consider different capacity options as solutions.
For example, a constrained 11kV feeder can be relieved by
installing an additional 11kV feeder to the area. But if the
zone substation supplying the area is near full capacity then
it may be more cost effective to bring forward the new zone
substation investment and avoid the 11kV feeder expense
altogether.

When comparing different capacity solutions, we use the
Net Present Value (NPV) test. The NPV test is an economic
tool that analyses the profitability of a projected investment
or project, converting the value of future projects to present
day dollars. NPV analysis generally supports the staged
implementation of several smaller reinforcements.

This approach also reduces the risk of over-capitalisation
that can ultimately result in stranded assets.

The capacity of a new zone substation and 11kV feeders
is generally dictated by the desire to standardise network
equipment. The capacity of a zone substation and
transformer/s is based mainly on the load density of the

area to be supplied and the level of the available
subtransmission voltage. Developing a network based on
standardised capacities provides additional benefit when
considering future maintenance and repair. Transformers and
switchgear are more readily interchangeable, and the range
of spares required for emergencies can be minimised.

When underground cable capacities are exceeded, it is
normally most effective to lay new cables. When overhead
line capacities are exceeded, an upgrade of the current
carrying conductor may be feasible. However, the increased
weight of a larger conductor may require that the line be
rebuilt with different pole spans and stronger hardware.

In this case it may be preferable to build another line in a
different location that addresses several capacity issues.
In Region A the installation of a new line will require a
Resource Consent under the Christchurch District Plan.

New upper network capacity is installed only once new
load growth has or is certain to occur. In the short term,
unexpected or accelerated load growth is met by utilising
security of supply capacity. We discuss our approach to
increased capacity in our architecture and network
design document.

Table 6.4.2 provides a summary of our standard
network capacities.

Developing a network
based on standardised
capacities provides
additional benefit when
considering future
maintenance and repair.
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6.4 Planning criteria continued

Table 6.4.2 Standard network capacities

Location Subtransmission  Subtransmission capacity
voltage
kv MVA Description
Region A 66 40 radials (historical
approach)
40-180 interconnected
network
Region A 33 23 radials and
interconnected
network
Region B 66 30 radials
30-70 interconnected
network
Region B 33 15-23 interconnected
network

Notes:

1. Network design requires 11kV and 400V feeders to deliver extra
load during contingencies and therefore normal load will be
approximately 50-70% of capacity.

6.4.4 Project prioritisation

Prioritisation of network solution projects for capacity and
constraints is a complex process that involves multiple
factors that are both external and internal to Orion.

The primary factors to be considered when prioritising
projects, in decreasing order of significance, are:

Coordination with NZ Transport Authority and local
authority civil projects — where projects are known
to occur in the same location, we aim to schedule
our projects to coincide with the timing of key civil
infrastructure projects by these two parties. This may
cause us to bring forward or delay capital works projects
to avoid major future complications and unnecessary
expenditure. The most common activity of this type is
coordination of planned cable works with any future
road-widening or resealing programmes to avoid the
need to re-lay cables or excavate and then reinstate
newly laid road seal.

Satisfying individual or collective customer
expectations — we work hard to satisfy the needs of our
customers. We give priority to addressing constraints
most likely to impact customer supply through extended
or frequent outages, or compromised power quality.

Managing service provider resource constraints —

we aim to maintain a steady workflow to service
providers and ensure project diversity within a given
year. This ensures service provider skills, competence
and equipment levels match our capital build programme
year-on-year at a consistent level, reducing the risk of our
service providers being over or under resourced.

Zone 11kV feeder 11kV tie 11/400kV 400V
substation  size Nots1&2)  or spur Nete?  substation feeders
capacity capacity (DY)
MVA MVA MVA MVA MVA

40 7 4 0.2-1 Upto 0.3
23 7 4 0.2-1 Upto 0.3
10-23 7 2 0.015-1 Up to 0.3
7.5-23 7 2 0.015-1 Upto 0.3

2. MkV feeders in Region B are generally voltage constrained to approximately
3-4MW so the 7MW capacity only applies if a localised high load density
area exists.

« Coordination with Transpower — we endeavour to
coordinate any major network structural changes
adjacent to a GXP with Transpower’s planned asset
replacement programmes, and provide direction
to Transpower to ensure consistency with our
sub-transmission upgrade plans.

« Our asset replacement programme — we extensively
review areas of the network where scheduled asset
replacement programmes occur to ensure the most
efficient and cost-effective solution is sought to fit in with
the current and long-term network development structure,
for example replacement of switchgear in substations.

« Our asset maintenance programme — we seek to
schedule any major substation works and upgrades
to coincide with asset maintenance programmes, for
example zone substation transformer refurbishment.

After assessing their relative priorities, the final decision
to undertake investment in projects for the coming year
depends on urgency. Other factors also apply, such as
seasonal timing to avoid taking equipment out of service
during peak loading periods. This means we endeavour to
undertake projects in metropolitan areas in summer and
projects in farming areas in winter. It is also important we
consider the order of interconnected projects.

Projects not selected for next year are provisionally assigned
to a future year in the 10 year planning window. When next
year’s project selection process is undertaken all projects
are reviewed and, depending on changes in information

and priorities, either maintained in the planning schedule,
advanced, deferred, modified, or removed.
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6.4 Planning criteria continued

The recent and forecast improvement in battery technology
and forecast drop in price is likely to create new Distributed
Energy Resources Management opportunities in the short
to medium-term. We will continue to monitor and investigate
opportunities.

For some major projects, we would consider paying for
Distributed Energy Resources Management to avoid or defer
network development. These projects, and an indication of
the value possible are detailed in Section 6.7.

6.4.5 Non-network solutions

When the network becomes constrained it is not always
necessary to relieve that constraint by investing in new
zone substations, 11kV feeders and 400V reinforcement.
Before implementing network investment solutions, we
look for network switching options and then consider the
following alternatives:

- Distributed Energy Resources Management
. Distributed Generation

« Uneconomic connections

Distributed Energy
Resources Management
provides an alternative
to transmission and
distribution network
development.

6.4.51 Distributed Energy Resources Management

Distributed Energy Resources Management provides
an alternative to transmission and distribution network
development.

We are open to exploring projects with customers or
third parties in the DER space and are keen to partner
where there are mutual benefits.

This promotes efficient operation of the network.

Some of the gains from Distributed Energy Resources
Management are:

» increased utilisation of the network

» improved utilisation of Transpower’s transmission capacity

« customers benefit by becoming more efficient in the
utilisation of energy and network capacity

« customer relations improve through less upward pressure
on prices

The following Distributed Energy Resources Management
strategies are applied by Orion:

« ripple system — anytime hot water cylinder control
« ripple system — night rate price options

- ripple system — major customer price signalling

- ripple system — interruptible irrigation

« coordinated upper South Island load management
« power factor correction rebate

. diesel-fueled generation

Ripple control

Ripple control is one of the most effective tools available for
implementing Distributed Energy Resources Management.

Ripple control has facilitated the implementation of the
following Distributed Energy Resource Management:

- hot water cylinder control — 50MW of peak load
deferment

- night store heating — 1990MW of night load providing
an estimated 75MW peak reduction

- peak price signalling mainly major customers
— 25MW, includes embedded generation

« interruptible irrigation load groups (summer only)
— 15MW during contingencies

We will continue to work with retailers, customers and meter
owners to ensure that the benefits of ripple control are
retained during any transition to other technology options.

Winter load management

We design our network to meet peak demand, which we
manage through hot water cylinder peak control and night
rate price signalling. As network development costs and the
transmission grid usage charges are driven by peak demand,
the growth in the cost to our customers has been kept much
lower than growth in overall annual demand.

A demonstration of the effectiveness of our winter load
management, via hot water cylinder control and peak price
signalling, in reducing the overall network load is shown in
Figure 6.4.1.

Ripple control is one

of the most effective
tools available
forimplementing
Distributed Energy
Resources Management.

128

Orion New Zealand Limited



6.4 Planning criteria continued

Figure 6.4.1 Example of a winter peak day demand profile
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Note: uncontrolled load is our estimate of the loading levels that would have occurred if we had not controlled load.

Coordinated upper South Island load management

As well as controlling hot water cylinder load to manage
peaks on our own network we also provide a service to
coordinate the management of hot-water cylinders on other
distributors’ networks to manage peaks on Transpower’s
upper South Island network. We do this via a specifically
designed upper South Island load manager which
communicates with Transpower and all upper South Island
distribution network companies.

Cooperation and the coordination of upper South Island load
management enables us to reduce peaks without excessive
control of hot-water cylinders.

Interruptible load groups — irrigation

Orion offers an Irrigation Interruptibility Scheme where we
pay rebates to customers who allow us to interrupt the
supply to designated irrigators during a capacity emergency
to help keep the power on for the wider community.

Used only rarely, the scheme allows Orion to reduce the
load to irrigators leaving sufficient capacity remaining in the
network to continue to supply electricity to more essential
services, such as dairy sheds and medical centres.

It also means we do not need to invest in infrastructure
to maintain services in an emergency in many rural areas,
keeping costs and prices down for customers.

Power factor correction rebate

If a customer’s load has a poor power factor then our
network and the transmission grid are required to deliver
a higher peak load than is necessary. This may lead to the
need for an upgrade.

Our Network Code requires all customer connections to
maintain a power factor of at least 0.95. In the Christchurch
urban area where the predominately underground network
is high in capacitance which helps to improve power factor,
the minimum 0.95 power factor requirement has resulted in
an overall 0.99 GXP power factor at times of network peak.
This is a good outcome and any further benefit from offering
financial assistance to correct power factor in the urban area
would be uneconomic.

However, in the rural area, the predominately overhead
network is high in inductance which reduces power factor
and we offer a financial incentive in the form of a ‘power
factor correction rebate’ to irrigation customers with pumping
loads greater than 20kW. The rebate provides an incentive
for irrigators to correct their power factor to at least 0.95.
The rebate is set at a level where it is economic for the
customer to provide power factor correction, which is lower
than the avoided network investment cost associated with
power factor related network upgrades.
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6.4 Planning criteria continued

6.4.5.2 Distributed Generation

The purpose of our distribution network has been to deliver
bulk energy from Transpower GXPs to customers. In certain
circumstances it can be more economic for the customer

to provide a source of energy themselves in the form of
Distributed Generation. Distributed Generation may also
reduce the need to extend our network capacity.

We approach Distributed Generation in different ways,
depending on the size of the system. For Distributed
Generation above 750kW we consider the following issues:

« coincidence of Distributed Generation with Transpower
interconnection charges

» benefits of avoided or delayed network investment

« security of supply provided by generators as opposed to
network solutions

« hours of operation permitted by resource consents

« priority order for calling on peak lopping alternatives,
such as hot-water control versus Distributed Generation

Region A load peaks on a winter evening when there is no
solar PV generation. Diesel generation can reduce peak
loads so is included in our peak forecast. Solar PV may offer
a reduction to peak demand on our Region B network which
is driven by summer irrigation load.

For diesel generation to be effective we require a contract
to ensure peak lopping is reliably achieved. This is done
through pricing structures that encourage users to control
load at peak times. An incentive for major customers to
generate electricity is provided through our pricing structure
which includes an avoidable control period demand charge.

6.4.5.3 Uneconomic connections policy

When an application for a new or upgraded larger
connection is requested, we undertake an economic
assessment of the connection. This assessment determines
whether our standard pricing arrangements will cover the
cost of utilising existing or new assets associated with the
connection. If the connection is uneconomic, and existing
customers would be subsidising the new connection, then a
connection contribution is required from the new customer.
This policy ensures that the true cost of providing supply is
passed on to the appropriate customer and allows them to
make the right financial trade-offs.

6.5 Network gap analysis

We analyse the network for gaps using our Security of
Supply Standard, see Table 6.4.1. It is a guide to the level of
capital investment required in future network expansion to
deliver the desired level of reliability performance expected
by connected customers. The standard provides a sound
basis for balancing the cost of providing the service with the
value placed on that service by the customer.

Our Security of Supply Standard:

« provides a ‘table of rules’ that describes our desired
level of service after different types of asset failure.
The failure could be intrinsic or due to external influence,
e.g. weather, or third-party damage

« defines whether an interruption will, or will not, occur
following an asset failure and if so the length of time that
customers can expect to be without power

« sets the guidelines by which we build our network. It is
one of the key factors behind our reliability performance

The standard does not provide exhaustive detail and has
been developed as a first pass guideline for the network
planning team. It errs on the side of caution by providing a
high level of security for customers who place a high value
on the supply of electricity. If our network security does
not match the level of security required by the Security of
Supply Standard, then a gap in security is listed in Table
6.5.2. Before implementing a major solution to eliminate

a security gap, our network planning team ensures that the

solution can be justified with economic analysis and a risk
assessment.

In general, network security gaps fall into the following
categories:

« solution is currently uneconomic, and an economic
solution is not anticipated in the foreseeable future

« solution is currently uneconomic but is expected to
become economic as load grows in the area under study

« local solution is uneconomic but network expansion
in adjacent areas is expected to provide a security
improvement in the future

- solution requires co-ordination with Transpower’s asset
replacement programme and/or is subject to Transpower/
Commerce Commission approval

The economic analysis we undertake when considering
investments to improve network security take into account
the High Impact Low Probability (HILP) nature of the risks
involved.

Transpower is required to maintain an N-1 level of security for
the core grid as stated in the Electricity Industry Participation
Code which includes a national transmission grid reliability
standard. The GXP gaps identified in Table 6.5.1 are based
on the application of our Security of Supply Standard to
Transpower’s core-grid, spur or GXP assets.
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6.5 Network gap analysis continued

Table 6.5.1 and Table 6.5.2 only show current Security

of Supply Standard gaps. Additional projects listed in this
10 year AMP provide solutions for future forecast gaps
that are not stated here. Some projects address more
than one security gap and are therefore quoted in more

than one location.

Table 6.5.1 Transpower GXP security gaps

GXP

Islington

Hororata

Network gap

Partial loss of restoration for an Islington
220/33kV dual transformer failure

Interruption to all Hororata GXP load for a 66kV
bus fault (restorable)

Only partial restoration achievable for a Hororata
66/33kV dual transformer failure

Solution Proposed date
Upgrading Shands Rd ZS from 33kV to 66kV FY31-32
introduces greater 11kV tie capability to

remaining zone substations supplied by

Islington 33kV

Long-term solution of feeding load from Beyond the
proposed Norwood GXP. This requires all the current AMP
remaining 33kV zone substations fed from 10 year period

Hororata GXP to be converted to 66kV. We have
a set of projects that establishes a 66kV tie from
Norwood GXP to Hororata GXP via Greendale ZS
(Projects 1086, 1087 and 1072). This programme
will enable fast restoration for

a loss of the Hororata 66kV GXP

Table 6.5.2 Subtransmission network security gaps

Substation

Dallington

Rawhiti

Hororata

Waimakariri

Lancaster

Hororata to
Springston
66KV circuit

Network gap

Loss of 28MW of load for a single 66kV cable
failure. Restoration achievable in 5 minutes.

Loss of 30MW of load for a single 66kV cable
failure. Restoration achievable in 5 minutes.

Interruption to all Hororata 33kV GXP load
for a 33kV bus fault (restorable).

Loss of 20MW of load for a single 66KV circuit

Loss of 7MW of load for a single 66kV cable
failure. Restoration achievable in 5 minutes.

The load on the 66kV overhead circuit between
Springston and Hororata is in excess of 15SMVA
but still experiences an interruption for a single
overhead line fault

Solution Proposed date

Complete a 66kV loop back to Bromley. FY27-28
Project 491

Installation of a bus coupler as part of 33kV FY27
switchgear replacement. Project 1064

Complete a 66kV loop from Papanui via Belfast FY27-28

and Waimakariri. Projects 491 and 942

Overall objective: complete a 66kV loop from
Hoon Hay to Milton.

Bromley to Milton ZS 66kV cable (Project 962)
Lancaster ZS to Milton ZS 66kV (Project 589)
Milton ZS 66kV switchgear and building.
Project 723

FY24-25

Complete a 66kV closed loop between FY23-24
Norwood — Dunsandel — Killinchy —

Brookside ZS’s. Projects 940, 941 and 946
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6.6 Network development proposals

This section lists our project proposals to address capacity
and security constraints on our network. Our network
development projects are driven by a variety of factors

such as customer need, load growth, environmental
considerations and increasing overall network resilience.
Where economic, projects have been designed to meet our
Security of Supply Standard requirements. See Section 6.4.1.

We account for the time it takes to plan and undertake the
proposed projects for network improvements. This includes:

» the time required to procure zone substation land and/or
negotiate circuit routes — typically one or two years

« the time required for detailed design — typically one year

« management of service provider resources by providing
a consistent work-flow

A major 66kV or 33kV network development project takes
approximately three years to plan, design and build, while
smaller 11kV projects take around 18 months. A 400V solution
can take several months. In this context, it is prudent to be
flexible in how we implement our network development
proposals, rather than rigidly adhere to a project schedule
based on an outdated forecast.

6.61

The following section outlines our Network Development
HV projects and programmes of work planned for the

next 10 years. Projects in the first two years of the plan are
considered firm. Projects scheduled in the first five years of
the plan have programme overviews and brief descriptions

HV programmes of work and other projects

for each. In contrast, projects in the latter five years are only
outlined by project name, an indicative construction year,
and their strategic driver(s).

There are ten main programmes of work scheduled in the
10 year period:

» Region A 66kV subtransmission resilience, Section 6.6.1.1

«  Southwest Christchurch growth and resilience,
Section 6.6.1.2

» Northern Christchurch network, Section 6.6.1.3

+ Region A subtransmission capacity, Section 6.6.1.4

» Region B 66kV subtransmission capacity, Section 6.6.1.5

« Customer driven subtransmission projects, Section 6.6.1.6

« Lincoln area capacity and resilience improvement,
Section 6.6.1.7

« Rolleston area capacity and resilience, Section 6.6.1.8
« Hororata GXP capacity and resilience, Section 6.6.1.9

» Distribution network reinforcement projects,
Section 6.6.1.10

The following Region A and Region B maps indicate the
location and timing of individual forecast major HV
projects in this 10 year period, and the details of each
project follow.

Our network
development projects
are driven by avariety
of factors such as
customer need, load
growth, environmental
considerations and
increasing overall
network resilience.

We have specified the investment drivers for each
programme of work, and their link to our Group Strategy,
see Section 2.8.

The key for the investment drivers is:

Primary driver:

Primary

Secondary driver:
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Network development proposals continued
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Network development proposals continued
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6.6 Network development proposals continued

6.6.11 Region A 66kV subtransmission resilience

Investment drivers

New Zealand's
most advanced
electricity network

Resilience

To increase our urban 66kV subtransmission network’s
resilience against the impact of a major seismic event,

we have developed a programme to replace our remaining
40km of 66kV oil filled underground cables commencing
in FY23. Although resilience and obsolescence are the
dominant drivers, this replacement programme also
incorporates forecast network growth and other asset
lifecycle replacement projects across our Region A

66kV network.

We considered non-network solutions, however due to the
capacity required at a subtransmission level these solutions

are not suitable to supply base level demand. Non-network
solutions are unable to provide subtransmission N-1 security,
because repair times on 66kV equipment can be two
weeks for joint issues. This is far beyond the energy storage
capability of existing known Distributed Energy Resource
(DER) systems during our winter peak load times.

This programme also replaces the legacy Region A

66kV bulk-supply point spoke-and-hub architecture with
a far more resilient interconnected GXP ring architecture.
The projects in this programme that fall within the 10 year
plan are outlined in Table 6.6.1.

Table 6.6.1 Region A 66kV subtransmission resilience — HV major projects

No. Project title Year Business case (yes/no)
723 Milton ZS 66kV switchgear and building FY23-24 Yes
Issue The Milton ZS to Lancaster ZS 66kV cable (Project 589) will require switchgear

installation at Milton ZS.

Chosen solution

This project is for the construction of a new 66kV switchroom, and purchase,

installation and commissioning of 66kV switchgear at Milton ZS.

Remarks/alternatives

This switching station is located on a pivotal intersection of the proposed 66kV network.

This facilitates shifting zone substations between GXPs to manage their growth
constraints and provides resilience for GXP issues.

962 Bromley ZS to Milton ZS 66kV cable

FY23-24 Yes

Issue As part of the 66kV oil filled cable replacement programme a high-level HILP analysis
identified there was a need for an additional circuit out of Bromley GXP to cover for
Islington 66kV GXP contingencies.

Chosen solution

This project is to purchase, install and commission a new 66kV cable between

Bromley ZS and the new Milton ZS 66kV switchroom, Project 723.

Remarks/alternatives

The Bromley ZS 66KV bay for this project is the ex-Lancaster ZS feeder bay 170.
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6.6 Network development proposals continued

Table 6.6.1 Region A 66kV subtransmission resilience — HV major projects (continued)

No. Project title Year Business case (yes/no)
589 Lancaster ZS to Milton ZS 66kV cable FY24-25 Yes
Issue The post-earthquake architecture review highlighted that the high value Central City

load requires additional subtransmission support. In particular, improved cover for the
loss of Addington zone substation is needed.

Chosen solution A new 66KV cable between Lancaster and Milton zone substations will provide extra
security of supply for the CBD.

Remarks/alternatives  This cable link was envisaged as part of our post-earthquake 2012 subtransmission
architecture review.

665 Hoon Hay ZS 66kV switchgear and building FY25-26 Yes

Issue Hoon Hay ZS is currently supplied via dual circuit transformer cable feeders from
Halswell ZS. These cables are 66kV oil filled cables so are programmed for replacement
with a new diverse route 66kV closed-ring supply from Bromley ZS. To facilitate this new
architecture a 66kV switchroom is required at Hoon Hay ZS.

Chosen solution This project is to construct, equip and commission a new 66kV switchroom at
Hoon Hay ZS to enable connection of the new 66kV cable circuits from Halswell ZS
(Project 726) and Milton ZS (Project 664).

Remarks/alternatives  The new building will fit within the existing Hoon Hay ZS site, but further land acquisition
is needed to meet building set-back requirements.

664 Milton ZS to Hoon Hay ZS 66kV cable FY26-27 Yes

Issue To facilitate the new Region A 66kV architecture as part of the 66kV oil filled cable
replacement programme a cable connection between Milton ZS and Hoon Hay ZS
is required. This addresses the existing lack of route diversity supplying Hoon Hay
and mitigates the emerging constraint on the Islington — Halswell tower line.

Chosen solution This project is the purchase, installation and commissioning of a new 66kV cable
between the new Milton ZS 66kV switchroom (Project 723) and the new Hoon Hay ZS
66kV switchroom (Project 665).

Remarks/alternatives  This project has been deferred by one year, from the previous 2021 AMP, to balance
the cable installation service provider resourcing.

671 Halswell ZS 66kV switchgear and building FY26-27 Yes

Issue Halswell ZS is a pivotal supply point for managing GXP loads on the current and future
66kV subtransmission network, but the limitations of the existing 66kV arrangement
does not allow loads to be split between Islington and Bromley GXPs.

Chosen solution This project is the construction and commissioning of a new 66kV ring-bus and
switchroom at Halswell ZS.

Remarks/alternatives  This project has been timed to coincide with the lifecycle replacement of four 66kV CBs
at Halswell ZS and the purchase, installation and commissioning of a 3rd 11kV bus section
and new 23MVA transformer (Project 919) to increase the 11kV capacity of Halswell ZS.

726 Halswell ZS to Hoon Hay ZS 66kV cable FY26-27 Yes

Issue Hoon Hay ZS is currently supplied via spur dual circuit 66kV oil filled cables from
Halswell ZS. These cables are a seismic vulnerability and are to be replaced with a new
closed-ring 66kV architecture.

Chosen solution This project is the purchase, installation and commissioning of a new 66kV cable between
the new Halswell ZS 66kV switchroom (Project 671) and the new Hoon Hay ZS 66kV
switchroom (Project 665).

Remarks/alternatives  This project will supply Hoon Hay ZS with a 66kV supply with diverse supply routes,
providing full N-1 security of supply.
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6.6 Network development proposals continued

Table 6.6.1 Region A 66kV subtransmission resilience — HV major projects (continued)

No. Project title Year Business case (yes/no)
872 Addington ZS 66kV bus coupler FY26-27 Yes
Issue Addington ZS 66kV currently operates as two separate 66kV supply points due to the

lack of busbar protection or bus coupler.

Chosen solution This project is the purchase, construction and commissioning of the 66kV switchgear
to create a bus coupler and fit bus zone protection to the 66kV bus.

Remarks/alternatives  This project will enable the 66kV bus at Addington to be operated closed upon
completion of the new CBD 66KkV ring.

1050 Oxford Tuam ZS 66kV switchgear and building FY27-28 Yes

Issue The proposed replacement Region A 66kV architecture has Oxford Tuam ZS
on a closed-ring supply requiring a new 66kV switching station.

Chosen solution This project is the construction, installation and commissioning of a new 66kV indoor
switching station on our section adjacent to the existing Oxford Tuam ZS site.

Remarks/alternatives  Projects 730 and 731 are the 66kV cable projects that connect this into the network.

730 Armagh ZS to Oxford Tuam ZS 66kV cable FY28-29 No
731 Addington ZS to Oxford-Tuam ZS 66kV cable FY29-30 No
871 Addington ZS to Milton ZS 66kV cable FY30-31 No
966 Addington ZS to Fendalton ZS T1 66kV cable FY31-32 No
1264  Addington ZS to Fendalton ZS T2 66kV cable FY32-33 No
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6.6 Network development proposals continued

6.6.1.2 Southwest Christchurch growth and resilience

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

The southwest area of Christchurch is experiencing steady
load growth due to the green-fields expansion of residential
subdivisions in and around Halswell and the popularity of the
Hornby industrial belt, on the fringe of Christchurch city and
the Selwyn region. This is driven by the ease of access to
the Southern Motorway.

The forecast load on the two main zone substations
supplying these areas, Halswell and Shands Rd ZS, will
exceed their capacities so this body of projects will restore
network security and provide headroom for the forecast
increase in electric vehicle charging during peak load times.

A secondary driver is to address the resilience of the
Islington GXP 33kV supply point. Shands Rd ZS will be
converted to 66kV, removing load from the 33kV system,
strengthening the ability to fully restore load after a major
double fault 33kV outage.

The timing of the Halswell ZS upgrade will coordinate with
the Region A 66kV subtransmission resilience programme,
see 6.6.11, ensuring that the subtransmission architecture will
support the additional load.

We investigated non-traditional reinforcement using
Distributed Energy Resources (DER), however the base

load industrial and winter peaking loads combined with
significant industrial and residential growth mean that using
other sources such as generators to meet expected loads is
not feasible. Diesel generation is also at odds with Orion’s
commitment to reducing its carbon emissions and the rate
of load growth also makes it unsuitable for grid scale battery
storage. Technologies such as STATCOMSs unlock thermal
capacity in voltage constrained areas of the network, but do
not provide real power capacity as required in the Southwest
Christchurch area.
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6.6 Network development proposals continued

Table 6.6.2 Southwest Christchurch growth and resilience — HV major projects

No. Project title Year Business case (yes/no)
919 Halswell ZS 3rd transformer and 11kV switchgear FY26-27 No
Issue High residential growth in the southwest of Christchurch has meant that the 11kV capacity

is close to the N-1 limit between Halswell ZS and Hoon Hay ZS.

Chosen solution Purchase, install and commission 3rd transformer and new 11kV switchgear for
3rd bus section. This project includes the 11kV switchroom and 23MVA transformer
pad construction.

Remarks/alternatives  An alternative to introduce new capacity is to establish a new zone substation (Awatea),
but upgrading an existing established site is much more cost effective. Upgrading
Halswell to a 2x 40MVA transformer site was considered but ruled out due to the need
to upgrade the existing 11kV switchgear under this option.

669 Shands Rd ZS site redevelopment FY27-28 No

Issue The 33kV and 11kV switchgear is due for replacement at Shands Rd ZS. The existing
33kV structure is outdoor and has inadequate space for the installation of our standard
equipment. Also, the 11kV switchgear housed in pre-cast modular buildings is due for
replacement and space constrained with no ability to expand the switchboard size.

Chosen solution As part of the surrounding industrial subdivision we have secured an adjacent lot to
Shands Rd ZS. This project is to construct new switch-rooms to coincide with the lifecycle
replacement of the 33 and 11kV switchgear. The 33kV switchroom will be constructed at
66kV insulation levels to prepare the site for conversion from 33kV to 66kV (Project 708).

Remarks/alternatives  Equipping the existing modular buildings with new switchgear is not ideal due to the
quantity of modifications required and physical constraints.

702 Shands Rd ZS 66kV termination poles FY31-32 No
708 Shands Rd ZS 33kV to 66kV conversion FY31-32 No
1269 Shands Rd ZS to Islington / Halswell ZS tower line 66kV cables FY31-32 No
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6.6 Network development proposals continued

6.6.1.3 Northern Christchurch network

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

Presently Orion’s Belfast, Dallington, Rawhiti and Waimakariri as significant capacity would need to be replicated at

zone substations are fed on either single spur cable or each site. Technologies such as STATCOMs unlock thermal
open-ring 66kV supplies and have potential loads in-excess capacity in voltage constrained areas of the network,

of 1I5SMVA. These sites do not currently meet our Security of but do not provide real power capacity as required in the
Supply criteria as they are vulnerable to complete outages Northern Christchurch area.

for single cable faults. Belfast zone substation is also This set of projects is a continuation of our programme of
currently only equipped with a single transformer so does works to increase the capacity, reliability and resilience
not provide a firm 11kV supply. of the northern Christchurch network that began in FY20.

The rate of growth and the existing load at each of these
sites makes generators and battery storage uneconomic

Table 6.6.3 Northern Christchurch network — HV major projects

No. Project title Year Business case (yes/no)
174 Belfast ZS 2nd transformer / network spare FY26-27 No

Issue There is currently no network spare for the 40MVA 66/11kV power transformers.

Chosen solution Purchase and install second 40MVA 66/11kV power transformer for Belfast ZS

to act as the network hot spare or provide a firm 11kV supply.

Remarks/alternatives  This option provides both uninterrupted N-1 security of supply for the transformation
at Belfast as well as providing a network spare transformer should one of the 40MVA
transformers elsewhere in the network fault. All other options only provide one of
these benefits.

491 Belfast ZS to McFaddens ZS 66kV cable links FY23-24 Yes

Issue The supplies to Belfast ZS, Dallington ZS, Rawhiti ZS and Waimakariri ZS have only
switchable N-1 security at 66kV.

Chosen solution This project establishes 66kV cable links from Belfast ZS to Waimakariri ZS and from
Marshland 66kV switching station to McFaddens ZS.

Remarks/alternatives  Belfast ZS, Dallington ZS, Rawhiti ZS and Waimakariri ZS will have full N-1 security
at 66kV on completion of this cable link project.
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6.6 Network development proposals continued

6.6.1.4 Region A subtransmission capacity

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

Our largest GXP, Islington 66kV, is forecast to meet or
exceed its firm capacity at the end of the 10 year AMP period.
As stated in Section 6.3.5.1, Transpower GXP load forecasts,
our current forecast only captures load increases where

we have certainty regarding the location, size and timing

of projects. Therefore, we anticipate that as more fossil-
fuelled process heating is converted to electric the capacity
of Islington 66kV GXP will be reached sooner. Rather

than putting more dependency on Islington 66kV GXP by
introducing more capacity into we will look at opportunities
to increase our 66kV subtransmission resilience by
strengthening ties to enable offload capability to adjacent
GXPs.

The projects in Table 6.6.4 enable Weedons and Larcomb ZS
to be offloaded and fed from Norwood GXP by establishing
new connections and increasing the capacity of others.

The timing of these projects is indicative and will likely
change as we gather more information about our customers
plans to decarbonise.
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6.6 Network development proposals continued

Table 6.6.4 Region A subtransmission capacity — HV major projects

No. Project title Year Business case (yes/no)
987 Lincoln Rolleston Rd 66kV line FY27-28 No
Issue The Islington 66kV GXP is forecast to exceed the N-1 capacity due to continued growth

in both Region A and B.

Chosen solution This project enables Larcomb and Weedons ZS to be transferred from Islington to
Norwood GXP. This is achieved by utilising and extending the Burnham (ex-Rolleston)
to Springston ZS 66kV constructed line from the end of Rattletrack Rd onto the
Springston to Larcomb ZS 66kV line on Weedons Rd.

Remarks/alternatives  This line section is currently constructed at 33kV and is the most cost-effective solution
to mitigate the Islington 66kV GXP loading issue.

1088 Weedons Rd 33kV cable FY27-28 No

Issue To maintain the 33kV support from Springston ZS to Shands ZS once Project 987 converts
a section of 33kV overhead to 66kV, a new 33kV cable is required.

Chosen solution The cable will be laid from the corner of Weedons Rd and Lincoln Rolleston Rd to the
corner of Weedons Rd and Selwyn Rd.

Remarks/alternatives  Re-establishing the connection via a 33kV cable is simpler and more cost-effective solution
than installing a new 66kV cable to establish the Burnham ZS to Larcomb ZS connection.

1095 Wards Rd 66kV line reconductor FY28 No

Issue The Norwood GXP — Highfield ZS — Burnham ZS 66KV ring is limited in its capability
to carry Weedons and Larcomb ZS due to the existing overhead conductor on Wards Rd.

Chosen solution Reconductor the 66kV line on Wards Rd to a larger capacity and re-rate to a higher
maximum design temperature.

Remarks/alternatives  Expedites using spare Norwood GXP capacity to mitigate emerging Islington GXP

constraint.
1096 Highfield ZS tee to Weedons ZS 66kV thermal upgrade FY28 No
Issue Islington GXP is approaching the N-1limit. Weedons and Larcomb ZS cannot be

offloaded due to a thermal constraint on an existing line section

Chosen solution To facilitate the offloading of Weedons and Larcomb ZS onto Norwood GXP the
existing 66kV line from the Kerrs and Wards Rd intersection to Weedons ZS will be
thermally uprated.

Remarks/alternatives = Re-rating the line can be achieved by minor clearance increases is far more cost-effective
than reconductoring the line as this would require the entire line to be rebuilt.
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6.6 Network development proposals continued

6.6.1.5 Region B 66kV subtransmission capacity

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

Continued residential and commercial growth around the
areas of Rolleston, Lincoln and growth from major consumers
will cause load on the Islington — Weedons — Larcomb —
Springston 66kV (Western) Loop to exceed firm capacity
around FY23. Commercial and residential load growth in the
central city, Halswell, Rolleston and Lincoln as well as large
industrial and commercial developments in Belfast and at
Dunsandel ZS are driving the constraint.

The resilience of the subtransmission supply to Region

B is currently limited by the supply at Islington 66kV, the
generation from Trustpower’s Lake Coleridge and the 66kV
subtransmission capacity. The 66kV subtransmission circuit
between Hororata and Springston has been identified as a
network security gap. With the load on this circuit exceeding
15MVA, our Security of Supply Standard requires that a fault
on a single cable, line or transformer causes no interruption
of supply to customers which is not currently achievable.

It should also be noted that the primary supply to a major
consumer from Dunsandel ZS is voltage drop and thermally
constrained.

We investigated solutions to address the Islington

66kV GXP constraints such as increasing capacity at
Bromley GXP and shifting some Islington GXP load to
Bromley GXP. They will fix the Islington 66kV GXP issue but
will not address the other issues that have been identified.
Other possible sites for the new GXP were considered but
were determined to be less suitable due to their location
relative to the Orion subtransmission and Transpower
networks as well as their distance from the areas of load
growth / constraint. Distributed Energy Resources, for
example solar plus batteries, are better suited to deferring
investment in a slowly developing load environment.

The growth rate expected in Region B means this is not a
good candidate. A new GXP also supports the growth likely
to come from customers switching from coal to electric
boilers in Region B and the west of the city.

The chosen solution to address all these issues is to install
a new 220/66kV GXP at Norwood that is supplied from the
Transpower Islington-Livingstone 220kV circuit.

Projects that form the Region B 66kV subtransmission
capacity programme of works are outlined in Table 6.6.5.

Table 6.6.5 Region B 66kV subtransmission capacity — GXP projects

No. Project title

996 Norwood GXP - new Region B 220/66kV substation

Issue

Year Business case (yes/no)

FY24 Yes

The 66kV capacity supplying Region B is becoming constrained due to rapid growth

in this area, with the Western Loop forecast to exceed firm capacity around FY23.

Chosen solution

Install a new dual transformer 220/66kV GXP at Norwood that is supplied from the

Transpower Islington-Livingstone 220kV circuit.

Remarks/alternatives

Construction of a new Region B GXP was the most cost-effective option from the

Transpower Grid Reliability Standard (GRS) assessment. Two alternative GXP locations
were also considered as part of our 'Region B subtransmission options' business case.

Although this project is Orion initiated, it will be constructed, owned and operated

by Transpower.
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6.6 Network development proposals continued

Table 6.6.6 Region B 66kV subtransmission capacity — HV major projects

No. Project title Year Business case (yes/no)
931 Norwood ZS 66kV FY22-23 Yes
Issue The 66kV capacity supplying Region B is becoming constrained due to rapid growth
in this area, with the Western Loop forecast to exceed firm capacity around FY23.
Chosen solution Construct a new outdoor 66kV busbar to take bulk supply from the new Norwood GXP
(Project 996).

Remarks/alternatives = We investigated constructing an indoor busbar similar to our Region A 66kV switching
stations, but for this application it is significantly more cost-effective to build an outdoor
yard (v30% less).

940 Dunsandel ZS to Norwood ZS 66kV line FY22-23 Yes

Issue The existing 66kV subtransmission network supplying Dunsandel ZS has no capacity
available for any additional load growth.

Chosen solution This project provides a direct 66kV connection between the new Norwood GXP
(Project 931) and Dunsandel ZS.

Remarks/alternatives  This project forms one leg of the full N-1 66kV ring supply to Dunsandel ZS, refer to
Project 941 for the Norwood — Brookside ZS 66kV line.

946 Dunsandel ZS 66kV line bay FY22-23 Yes

Issue A new 66kV CB bay is required at Dunsandel ZS to terminate the new 66kV line from
Norwood ZS (Project 940).

Chosen solution The existing 66kV ring-bus at Dunsandel ZS was originally designed and constructed
for additional 66kV bays to be added. This project is the purchase, construction and
commissioning of a new 66kV bay to terminate the new 66kV line from Norwood ZS.

Remarks/alternatives  Refer to Project 931 for the construction of the 66kV busbar at Norwood ZS.

941 Brookside ZS to Norwood ZS 66kV line FY23-24 Yes

Issue Dunsandel ZS load has grown beyond the N-1 capability of the existing subtransmission

network so an additional 66kV supply from Norwood ZS is required.

Chosen solution This project provides a 66kV connection between Norwood ZS (Project 931) and
Brookside ZS provides an uninterrupted N-1 supply to Dunsandel ZS and Killinchy ZS.

The new line will tee into the existing Brookside ZS to Killinchy ZS 66kV line
so no additional 66kV CB bay will be required at Brookside ZS.

Remarks/alternatives  An alternative would be to double circuit the direct Norwood ZS to Dunsandel ZS 66kV
line, but the chosen arrangement provides greater resilience through route diversity.
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6.6 Network development proposals continued

6.6.1.6 Customer driven projects

Investment drivers

Powering the

Customer Inspired Low Carbon
Economy

Sustainability and

Customer driven work :
environment

The customer driven projects in Table 6.6.7 are large
connections requiring subtransmission or zone substation
capacity upgrades. All these customer driven projects
support our customers in reducing New Zealand’s

carbon footprint.
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6.6 Network development proposals continued

Table 6.6.7 Customer driven projects — HV major projects

No. Project title Year Business case (yes/no)
1237  Brookside ZS upgrade (stage 1) FY22-23 Yes
Issue A customer connection adjacent to the Brookside ZS requires a large capacity

11kV connection, but there are no spare 11kV switches available.

Chosen solution The connection capacity requires an additional 11kV circuit breaker to be added to the
11kV switchboard at Brookside ZS to facilitate the connection while simplifying the
metering requirements.

Remarks/alternatives = Other associated works are required to enable space for the extension to occur.

1266  Brookside ZS upgrade (stages 2 and 3) FY23-25 Yes

(2 Issue The proposed Stage 2 and 3 of a customer development exceeds the capability of the

existing power transformer at Brookside ZS.

Chosen solution We propose to expand the Brookside ZS 66kV switchyard to provide the Stage 2 and 3
connections via two new power transformers.

Remarks/alternatives  These projects facilitate the connection of the new Norwood to Brookside ZS 66kV line
(Project 941) into a separate 66kV bay. Stage 2 will utilise the unused capacity of the
Springston ZS to Brookside ZS 66kV line upon completion of Norwood GXP.

1275 Dunsandel ZS 66kV tee-off FY24-25 Yes

Issue A customer requires a large capacity connection, but the existing 11kV distribution has
limited capacity.

Chosen solution The customer will be connected at 66kV via a new tee-off from the Dunsandel ZS
to Norwood ZS 66kV line.

Remarks/alternatives = The overall solution may incorporate a future stage connection to a remote site.
This future stage will require additional cabling. The timing of these projects is tentative
and is dependent on the customer.

1070 Norwood 66/11kV zone substation FY24-25 Yes

Issue An existing major customer is increasing their load beyond the existing 11kV distribution
capacity between Highfield ZS, Rolleston ZS and Greendale ZS. After the completion of
Burnham ZS (Project 639) the Highfield ZS to Norwood ZS 66kV line (Project 943) will be
required to operate at 66kV to create an N-1supply for Highfield ZS and Burnham ZS.
This means it can no longer be used for the 11kV supply to customer/s.

Chosen solution The chosen solution is to construct an 11kV point of supply at Norwood ZS (Project 931)
by installing a 66/11kV transformer and 11kV switchboard at the Norwood site to feed in
to the surrounding 11kV network.

Remarks/alternatives A large contributor to the major customer load increase is the conversion of coal to
electric heat pump process heating.
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6.6 Network development proposals continued

6.6.1.7 Lincoln area capacity and resilience improvement

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

High residential subdivision growth in the Lincoln township
has pushed the peak load of Lincoln ZS beyond the firm
capacity by approximately 0.5MVA.

By FY31 this load is forecast to be approximately 130%

of the site’s firm capacity. Springston ZS also provides
support for the Lincoln township and due to the additional
commercial growth, is forecast to breach its capacity in
FY24. If unaddressed, this situation puts the area at risk

of a cascade failure, black-out fault, during peak load times.

We considered non-network alternatives but Distributed
Energy Resources, for example solar, are better suited
to deferring investment in a slowly developing load
environment. The growth rate expected in the Lincoln
area and the winter peaking aspect means it is not a
good candidate.

The projects in Table 6.6.8 address the short to medium
term issues with upgrades to Springston ZS. The Lincoln
township is growing away from both Springston and Lincoln
ZS so in the longer-term a new Greenpark zone substation
is forecast to be built on the eastern side of the township.
The programme also incorporates various subtransmission
enabling projects to reinforce the network into

Greenpark ZS.
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6.6 Network development proposals continued

Table 6.6.8 Lincoln area capacity and resilience improvement — HV major projects

No. Project title Year Business case (yes/no)
1235  Birchs Rd 33kV overhead reconductor FY23 Yes
Issue The overhead line on Birchs Rd limits the capacity to the proposed new Greenpark ZS.
Chosen solution Reconductor the existing 33kV OH from the Lincoln ZS end to Tancreds and

Birchs Rd corner.

Remarks/alternatives  This is a low-cost solution to meet the capacity needs for Greenpark ZS and defers
the need to construct the Tancreds and Springs Rd 66kV line (Project 1081) until
Greenpark ZS is converted from 33kV to 66kV.

728 Springston ZS 11kV switchboard extension FY23-24 Yes
Issue At Springston ZS additional 11kV circuit breakers are required to connect the new
66/11kV transformer (Project 894).
Chosen solution This project extends the 11kV CB's installed in FY18 to terminate the new transformer
and provide additional feeders.
Remarks/alternatives  The 11kV CBs located within the modular building will be decommissioned as part
of this project.
894 Springston ZS 2nd 66/11kV transformer bank FY23-24 Yes
Issue The excess capacity available at Springston ZS to provide contingency support to the
neighbouring Lincoln, Rolleston and Brookside zone substations is diminishing due to
sustained residential household and the university growth. Lincoln ZS and Springston ZS

provide support for each other during major N-1 events, but by FY26 the total load of
these substations is forecast to be in-excess of their combined N-1rating (20MVA).

Chosen solution We will increase the capacity by installing a second 66/11kV transformer and additional
66kV CB bay.

Remarks/alternatives  Upgrading the Lincoln ZS transformers is not practical and the addition of the
second bank at Springston ZS upgrade defers the immediate need to construct the
Greenpark substation.

1099 Springston ZS 66/11kV transformer upgrade FY24-25 Yes

Issue In FY24 a second 66/11kV transformer will be added to Springston ZS, but this won’t
provide any usable increase in firm capacity due to the original transformer bank being
only 10MVA in size. The load at Lincoln University and Lincoln township has exceeded
the N-1 capacity.

Chosen solution Change the existing T3 66/11kV 10MVA transformer to a new 11.5/23MVA transformer.
Remarks/alternatives  This upgrade defers the need to construct the Greenpark substation.
1080  Springston to Lincoln ZS 66kV line reconductor FY27 No

Issue An existing 33kV operated overhead section, constructed on Shands and Boundary Rd's,
from Springston ZS to Lincoln ZS does not have sufficient capacity to supply
Greenpark ZS (Project 842).

Chosen solution Reconductor the line to a higher capacity conductor.

Remarks/alternatives  This pole line has already been rebuilt to 66kV construction as part of an asset lifecycle
refurbishment project.

1084 Edward St to Greenpark ZS 33kV cable FY28-29 No
842 Greenpark 33kV zone substation FY28-29 No
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6.6 Network development proposals continued

6.6.1.8 Rolleston area capacity and resilience

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

The Rolleston area has experienced rapid load growth supply from Norwood ZS to the new substation. Options
due to the township residential and industrial subdivision to supply the new substation from either the existing 33kV
growth. This growth has pushed the Rolleston ZS beyond network or reinsulating the remaining 33kV to 66kV lines
its firm capacity and most practical 11kV load transfers to the to complete the ring fed from Weedons and Springston ZS
supporting substations of Larcomb and Weedons ZS have were investigated, but they do not address the impending
been exhausted. 66kV subtransmission constraint on the Western Loop.
This programme of works addresses the local 11kV The first leg of the 66kV loop has already commenced with
distribution capacity with the establishment of a new higher the construction of the Norwood ZS to Highfield ZS 66kV
capacity substation to replace Rolleston ZS. insulated line in FY22.

The programme of works also outlines the projects that
develop the 66kV diverse route subtransmission closed-loop

Table 6.6.9 Rolleston area capacity and resilience — HV major projects

No. Project title Year Business case (yes/no)
934 Walkers Rd 66kV line conversion FY25-26 No
Issue The overhead 33kV conductor between Highfield ZS and Rolleston ZS has progressively

been upgraded to 66kV construction in anticipation of operation at 66kV.
However, there is a small section remaining down Walkers Rd that has yet to be upgraded.

Chosen solution This project converts the remaining 33kV line construction, down Walkers Rd, between
Two Chain Rd and Kerrs/Wards Rd, to 66kV construction.

Remarks/alternatives  This project coordinates with other projects to meet the requirement of creating a
66kV ring out of Norwood ZS to supply the new Burnham ZS.

953 Norwood ZS 66kV line bays FY25-26 No

Issue 66kV bays at Norwood 66kV need to be equipped to enable connection and supply
of the Burnham ZS to Highfield ZS 66kV ring.

Chosen solution This project completes the construction of three 66kV line bays at Norwood ZS to allow
for the connection of the new 66kV lines to Highfield ZS, Burnham ZS and a bay for a
66/11kV transformer (Project 1070).

Remarks/alternatives  Although not required till FY26, the timing of this project is to ensure the resource
required to construct the final solution is smoothed-out over several years.
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6.6 Network development proposals continued

Table 6.6.9 Rolleston area capacity and resiliency — HV major projects (continued)

No. Project title Year Business case (yes/no)
954 Highfield ZS 66kV line bays FY25-26 No
Issue Highfield ZS is currently fed on a 66kV spur supply and has only one 66kV CB there

for the transformer protection, but the Norwood ZS to Highfield line requires switchgear
to terminate into.

Chosen solution This project installs two new 66kV line bays at Highfield ZS, and creates a new 66kV
busbar, to allow for the connection of the new 66kV line from Norwood ZS.

Remarks/alternatives = The Highfield ZS was originally designed with future expansion to three 66kV CB’s,
but constructed with one.

639 Burnham ZS — new 66/11kV substation FY25-26 No

Issue The load growth in the Rolleston/Izone area has caused the 11kV firm capacity of
Rolleston ZS to be exceeded and the upper network capacity is also reaching the firm
capacity (Projects 931 and 944).

Chosen solution A new 66/11kV 23MVA capacity Burnham ZS will be built to replace the 33/11kV 10MVA
capacity at Rolleston ZS. The 11kV switchboard will be located at Rolleston ZS supplied via
11kV incomers from Burnham ZS.

Remarks/alternatives  Upgrading Rolleston ZS to 23MVA utilising the existing 33kV supply was investigated but
was found to be unsuitable due to space constraints. This project also shifts load off the
Islington 66kV GXP onto the new Norwood GXP relieving the upper network capacity.

944 Burnham ZS to Norwood ZS 66kV circuit FY25-26 No
1oz Issue A full N-166kV supply from Norwood ZS is required for Burnham ZS.
Chosen solution These projects form a direct link from Norwood ZS to Burnham ZS via a 66kV cable
out of Norwood ZS (Project 1071) and extended onto Burnham ZS with a new 66kV line
(Project 944).

Remarks/alternatives A 66kV cable is required for the first section because this part of the route is shared
with the Norwood ZS to Brookside ZS 66kV line. Supplying the new Burnham ZS from
Springston ZS at 33kV or the Islington GXP were investigated, but these solutions do not
provide the same additional resiliency or capacity benefits. Part of the 66kV line is
partially formed as part of a supply upgrade project for the Burnham military camp.

1000 Burnham ZS to Dunns Crossing Rd north 66kV cable FY25-26 No

Issue The area surrounding the proposed Burnham ZS is becoming urbanised with residential
housing and a school in close proximity. The existing 66kV constructed line down Dunns
Crossing Rd needs to be diverted down Burnham School Rd into Burnham ZS to provide
a N-1supply.

Chosen solution This project is a new 66kV cable circuit to connect the new Burnham ZS onto the
O/H line running down Dunns Crossing Rd to provide part of the connection back to
Norwood ZS via Highfield ZS.

Remarks/alternatives  An overhead line option was considered but is not suitable due to the proximity of the
school and houses.

1002 Burnham ZS to Dunns Crossing Rd south 66kV cable FY25-26 No

Issue A second 66KV circuit heading east out of Burnham ZS is required to connect to the
66kV overhead line heading south down Dunns Crossing Rd.

Chosen solution This project is the installation and commissioning of a new 66kV cable down Burnham
School Rd from Burnham ZS to Dunns Crossing Rd to enable Larcomb and Weedons ZS
to be supplied from Norwood GXP and includes the overhead line termination pole.

Remarks/alternatives  This project has been brought forward from FY29/30 to align with the construction
of Burnham ZS to benefit from installation efficiencies.
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6.6 Network development proposals continued

6.6.1.9 Hororata GXP capacity and resilience

Investment drivers

New Zealand's
most advanced
electricity network

Resilience

The Hororata 33kV GXP has reached the firm capacity dueto  so is exposed to single bus faults causing complete outages
the increased loading from the Central Plains Water irrigation to the 66kV and 33kV Orion load and the connection

scheme. The Hororata GXP is also susceptible to large through to Coleridge GXP.

voltage excursions which cause sensitive customer loads to The projects in Table 6.6.10 reduce the Hororata 33kV GXP
disconnect if a tripping occurs on either of the Islington to load and create a new 66kV connection to Norwood GXP
Kimberley to Hororata GXP lines. Therefore, any reduction increasing the resilience of Greendale ZS.

of load will benefit the overall post-contingency voltage
stability. This GXP does not have a 66kV bus coupler either

Table 6.6.10 Hororata GXP capacity and resilience — HV major projects

No. Project title Year Business case (yes/no)
604 Bankside ZS 33kV to 66kV conversion FY26-27 No
Issue The Hororata 33kV load has reached the Hororata 33kV GXP N-1 capacity at summer

peak load periods putting greater than 23MVA at risk of cascade failure if a single
transformer fault was to occur.

Chosen solution Convert Bankside to 66kV by replacing existing 33/11kV transformer with a
66/11kV 10MVA transformer. Two new 66kV bays and a line diversion will connect
Bankside into the Dunsandel ZS to Te Pirita/Hororata ZS 66kV line.

Remarks/alternatives  Options to relieve the 33kV constraint via 11kV load transfers have been exhausted
and further shifts would significantly affect the 11kV reliability due to excessively large
feeders. This project should be completed before proceeding with the 33kV switchgear
replacement at Hororata ZS, see Project 1064.

1064 Hororata ZS 33KV site redevelopment FY27 No

Issue The present Orion Hororata ZS is a combination of the ex-Central Canterbury Power
Board and ex-Transpower assets spread across two switchyards. All seven bays of
switchgear are due for replacement and the existing bus layout does not meet current
design standards or operator safety clearances.

Chosen solution This solution rationalises the assets from the two 33kV sites into a new site. The new bus
will be constructed at a 66kV insulation level to prepare the site for a future connection
to Norwood ZS.

Remarks/alternatives A prerequisite for this project is that Bankside ZS has been converted from 33kV
to 66kV, see Project 604. This negates the need for an additional switchgear bay on
the new Hororata bus.

1072 Norwood ZS to Greendale ZS 66kV line FY29-30 No
1086 Norwood ZS 66kV line bay for Greendale ZS FY29-30 No
1087 Greendale ZS 66kV bays FY29-30 No
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6.6 Network development proposals continued

6.6.1.10 Distribution network reinforcement projects

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

This set of projects are reconfigurations or reinforcements
of the 11kV distribution system across the Orion network.
These are identified through our ongoing monitoring of 11kV
feeder loadings and regular review of our zone substation
contingency plans.

Table 6.6.11 Distribution network reinforcement projects — HV minor projects

No. Project title Year Business case (yes/no)
1055 Papanui 11kV primary reconfiguration FY23 Yes
Issue The network in the north of Christchurch is supplied from Papanui ZS via an 11kV primary

feeder group with six feeders operating in parallel. To ensure safety is maintained for
all faults on the 11kV primary feeder group, a multi-feeder protection scheme has been
installed at Papanui ZS. The resilience of this network is poor because any downstream
busbar, CB or relay failure will result in a loss of supply to all six feeders.

Chosen solution With the completion of Belfast ZS there is now an opportunity to reconfigure the
six-feeder primary. The proposed works splits the lower part of the six-feeder primary
into two three feeder primaries. This rearrangement, including the unloading of the top
of the primary feeder onto Belfast ZS, greatly reduces the quantity of customers exposed
to an outage caused by a failure of a downstream component.

Remarks/alternatives  This work increases the resiliency of the feeder group and increases the reliability to
Grampian St substation. This project will be completed in-conjunction with 11kV switchgear
replacements at Grimseys Rd. No.187 and Grampian St No.62

1118 Selwyn St 11kV reinforcement FY23 Yes

Issue The secondary network on Selwyn St in Spreydon is at capacity due to the current
network configuration.

Chosen solution Reconfigure and reinforce the secondary network between Redruth Av and Selwyn St
No.226 substations.

Remarks/alternatives  Shifting load with open point changes was explored but did not fix the underlying
capacity issue in the area.
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6.6 Network development proposals continued

Table 6.6.11 Distribution network reinforcement projects — HV minor projects (continued)

No. Project title Year Business case (yes/no)
1229  Maunsell St E reinforcement FY23 Yes
Issue Over the past year there have been several requests submitted for new or upgraded

commercial and industrial developments on the Heathcote ZS primary ring supplying
the area in and around Hillsborough and Woolston. Due to an imbalance in the sharing
of the load on the three legs of the ring the increase in load will cause the N-1rating

to be exceeded.

Chosen solution This project will reduce the imbalance on the primary ring by creating an 11kV tie point
at Maunsell St E substation and swapping some cables around outside of
Chapmans Rd N substation

Remarks/alternatives = The other options are either more costly over the long term or do not provide enough
N-1 capacity to meet the forecast growth.

1242  Prebbleton 11kV feeder reinforcement FY23 Yes

Issue The observed load on the main Prebbleton residential feeder, which supplies over half
of the Prebbleton ZS load, reached ~65% loading during the winter 2020 peak. With the
growth planned and approved for the next couple of years this loading is expected to
reach ~90% which does not allow much headroom for additional growth.

Chosen solution This project will install new 11kV cable between Prebbleton ZS and Farthing Dr No.71
to create a new feeder. This will allow for the main Prebbleton residential feeder to be
offloaded providing headroom for future growth and reducing the number of customers
at risk from a single fault.

Remarks/alternatives  The other options considered were more costly and could lose efficiency if not
coordinated with future subdivision works.

913 Heathcote Lyttelton reconfiguration FY24 Yes

Issue In FY20 a new cable was installed through the Lyttelton road tunnel to increase the
supply resilience to the township of Lyttelton and the port. Presently the full capacity
of the cable cannot be utilised due to the network configuration on the Heathcote
side of the supply.

Chosen solution This project is to install and commission new switchgear and reconfigure the 11kV
network on the Heathcote supply side of the tunnel cable.

Remarks/alternatives  This project installs equipment on an existing Orion site and is the most cost-effective
solution to make use of the full capacity of the new 11kV through the tunnel.

1093 Innovation Dr 11kV reconfiguration FY24 No

Issue Load growth in the Calder Stewart and Ngai Tahu commercial and industrial subdivisions
in between Main South Road and Shands Road is stretching the existing distribution
capacity between Moffett St ZS and Shands Rd ZS. Part of original distribution design
for the area no longer matches the trunk feeder architecture due to changes in
customer requirements.

Chosen solution This project will change around some cables on Innovation Drive so that the feeders
better align with the trunk feeder architecture and allow for the future commercial and
industrial growth in the area.

Remarks/alternatives  This is the most cost-effective solution to provide capacity for the future commercial
and industrial growth in the area.
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6.6 Network development proposals continued

6.6.2 LV programmes of work

The following section outlines our Network Development
LV projects and programmes of work planned for the next
10 years. With ongoing residential infill in Christchurch

city as well as new technologies such as electric vehicles
and photovoltaic generation becoming more economical,
the capability of our LV network is becoming increasingly
important. To prepare for the future and help to facilitate
customer choice, we are focussing on gaining more visibility
of how our LV networks are being utilised and reinforcing
vulnerable areas of our LV network.

There are two main programmes of work scheduled in
the 10-year period:

« LV monitoring, Section 6.6.2.1

« Proactive LV reinforcement, Section 6.6.2.2

6.6.2.1 LV monitoring

Investment drivers

New Zealand's
most advanced
electricity network

Resilience

To increase the visibility and understanding of our LV of monitors approximates to 13% of the total number of
networks, we aim to install approximately 1,600 LV monitors transformers on the network, and therefore aligns with the
by FY26. These monitors will be targeted towards sites ‘expansion scenario’ described by Sapere Consulting in their
with a higher risk of constraint, as forecast by the research ‘Low Voltage Monitoring’ guideline document produced for
we have completed with the EPECentre. This number the Electricity Networks Association (ENA) in 2020.

Table 6.6.12 LV monitoring

No. Project title Year Business case (yes/no)

884 Low voltage monitoring programme FY20-26 Yes

Issue New technologies such as photovoltaic (solar) generation, battery storage and electric

vehicles have the potential to significantly change customer behaviour and we currently
have very limited real-time visibility of our low voltage network, making it difficult to
identify potential constraints.

Chosen solution We have initiated a programme of works to install LV monitors at strategic locations on
our LV network so that we can better respond to and understand the potential change
of customer behaviour.

Remarks/alternatives  To maximise efficiency, the equipment will be only installed at higher risk distribution
substations that serve more than one customer and have a minimum rating of 100 kVA
for pole mounted sites or 200 kVA for ground mounted sites.
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6.6 Network development proposals continued

6.6.2.2 Proactive LV reinforcement

Investment drivers

New Zealand's
most advanced
electricity network

Network security
and power quality

LV network issues are not easy to identify due to high
volume, low visibility and data gaps which make it difficult
to model on a regular basis. Using the results of our LV
research, we formulated a threshold-based system to
classify LV constraints into low, medium, and high priority.
It is envisaged that LV constraints will be investigated in

detail on a targeted area by area basis, in order to develop
project scopes for each reinforcement. During these
investigations, model results will be further verified using
LV monitoring data, where available, and other techniques
before network upgrades are initiated.

Table 6.6.13 Proactive LV reinforcement

No. Project title Year Business case (yes/no)
1277  Proactive LV reinforcement programme FY23-30 Yes
Issue Modelling of the LV network indicates that there are several constraints existing which

will be exacerbated by EV load and housing infill.

Chosen solution

Investigate issues and initiate proactive reinforcements to reinforce areas of the

network which have been identified as constrained.

Remarks/alternatives

Where possible, non-network solutions will be implemented, such as network switching,

phase balancing and voltage support. The feasibility of these solutions will be
determined on a case by case basis.

The top five constrained areas to be investigated are listed
in Table 6.6.14.

Table 6.6.14 Top five constrained areas

Rank Area (by number of constraints)

1 Rawhiti

2 Somerfield East

3 Christchurch Central
4 Hornby Central

5 Bexley
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6.7 Value of Distributed Energy Resources Management alternatives

Distributed Energy Resources Management (DERM)
initiatives can provide alternatives to investment in traditional
network development solutions. This section is included in
our AMP to assist potential DERM providers to determine

the approximate funding available from Orion when specific
projects are deferred through DERM.

Table 6.71is a high-level assessment of the annual per kW
cost of proposed network solutions where DERM could be
used to defer the project. If a DERM solution is presented,
further detailed analysis is undertaken to compare options.

For example:

Burnham zone substation provides capacity for a 1300kW
security breach and 300kW of annual load growth. For a
DERM solution to be economic it needs to provide at least
one-year deferral of a network solution, and the cost per kW
must be lower than $ listed below. If the DERM solution can
provide three years of deferral (2.2MW at peak) then the
DERM proposal cost must be lower than:

« $680/kW for 1.6MW in the first year
«  $450/kW for 1.9MW in the second year
« $400/kW for 2.2MW in the third year

The values in Table 6.7.1 assume that the Distributed
Energy Resources Management solution is provided
in the year required.

Distributed Energy
Resources Management
(DERM) initiatives can
provide alternatives to
investment in traditional
network development
solutions.

Table 6.71 Distributed Energy Resources Management value for network development alternatives

No. Project description Year
1070  Norwood 66/11kV zone substation FY24
639 Burnham 66/11kV zone substation FY25
919 Halswell ZS 3rd transformer and FY26
11kV switchgear
842 Greenpark 33/11kV zone substation FY28
1080  Springston to Lincoln 66kV line reconductor
for Greenpark
1084 Edward St to Greenpark 33kV cable
708 Shands zone substation conversion to 66kV FY31
702 Shands 66kV termination poles
1269  Shands cables to Islington/Halswell line

Base Growth $ per kW available for DERM
ORI | [T R Year 1 Year 2 Year 3

(kW) (kW)

2200 - 70 70 70

1300 300 680 450 400
- 700 310 160 100
- 300 3450 1730 1150
- 800 1330 670 440
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71 Introduction

We take a whole of life approach to managing our assets.
In the process we develop maintenance plans and
replacement plans which are discussed in Section 5.6.

The price quality trade-off is important when developing

our forward works programme. We have engaged with our
customers in a number of forums, see Section 4, and the
consensus is that they are satisfied with our current levels of
network performance.

Orion has taken a proactive approach to managing our
assets with our maintenance and replacement programmes.
We believe a planned approach is in the long-term interest
of our customers as it minimises outages, addresses assets
on a risk basis and is more cost effective. A secondary
advantage is that a consistent flow of work maintains the
competencies of our people and service providers which
means our customers benefit during adverse events through
the quality and timeliness of emergency repairs.

Replacement programmes for our poles and switchgear
assets dominate our capital expenditure forecast.

The driver for these programmes is to continue addressing
the potential safety consequences of asset failure.

Events that materially impact our network are weather
events, vegetation and plant failure for example cable,
insulator and conductor tail failure. We reduce the impact of
these events by conducting regular proactive programmes
where approximately 70% of our network operational
expenditure is spent on inspections, maintenance and
vegetation management. The remaining 30% is spent on
responding to service interruptions and emergencies, the
majority of which occur on our overhead network and

are largely weather related.

With the exception of our new pole inspection process, our
assumptions listed in Section 2.13 mean we do not expect
an upswing in our inspection / monitoring programmes'
expenditure. We expect the forecast expenditure for our
maintenance and replacement strategies will maintain

our overall performance at the current level without
compromising important safety outcomes.

7.2 How this section is structured

In the following Sections 7.3 to 7.20 for each asset class
we have taken a consistent approach to describing the
assets, their current health, our plans for inspection,
maintenance and replacement and any innovations that
we are considering.

For each asset class we provide:

Summary

A summary of the current state, any issues and plans for
the asset class.

Asset description

A brief description giving the type, function, voltage levels
and location and distinct components of each asset class.
The number of units will also be provided together with the
age profile. Information on asset data management can be
found in Section 2.12.2.

Asset Health

Condition

The health of an asset which considers the asset’s current
condition including its Health Index (HI) profile. An age profile
is provided if not already outlined in the asset description.
We use the CBRM models to calculate the HI and Probability
of Failure (PoF) of each individual asset. The CBRM process
is described in Section 5.6.

Reliability
We look at the performance of the asset class, in relation
to its contribution to SAIDI and SAIFI or faults per 100km.

Issues and controls
A table is provided to outline the failure causes and
mitigation or control measures for the asset category.

This provides context for the asset condition, maintenance
and replacement plans.

Maintenance plan

Here we provide the scheduled maintenance work plans
that keep the asset serviceable and prevent premature
deterioration or failure. A summary of the asset class’
maintenance strategy, the maintenance activity and
frequency is also provided. Maintenance expenditure
forecasting is based on known historical maintenance costs
and our projected maintenance programmes.

Replacement plan

These are major work plans that do not increase the asset’s
design capacity but restore, replace or renew an existing
asset to its original capacity. We also briefly outline the
options we explore in optimising the replacement work

if they are additional to those described in Section 5.6.2.

A summary of upcoming programmes and work is also
included. Replacement expenditure forecasting is based

on known historical replacement costs and projected
replacement volumes.

Disposal
We list any of the activities associated with disposal of a
decommissioned asset.

Innovation

We outline innovations we are trialling which may be
implemented if found to improve our current lifecycle asset
management practices. This section is only provided for
asset classes where it is relevant.
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This section covers more than

11,900 buildings, substations, kiosks
and land assets that form an integral
part of Orion’s distribution network.

7.3 Network property

7.31 Summary

7.3.2 Asset description

This section covers more than 11,900 buildings, substations, 7.3.21 Zone substation
kiosks and land assets that form an integral part of Orion’s A zone substation is a site housing high voltage
distribution network. Our distribution substation buildings infrastructure that is an important hub in our network.

vary in both construction and age. Around 150 of our
substations are incorporated in a larger building that is often

customer owned.

It includes buildings, switchgear, transformers, protection
and control equipment used for the transformation and
distribution of electricity. Orion’s zone substations, see
Table 7.3, generally include a site where one of the
following takes place: voltage transformation of 66kV

or 33kV to 11kV, two or more incoming 11kV feeders are
redistributed or a ripple injection plant is installed.

Table 7.31 Zone substation description and quantity

Voltage Quantity  Description

66kV 1

33kV 1

66kV / 11kV 27

66kV / 33kV & 1
66kV / 11kV

33kV / 11kV 16

11kV 4

Total 50

Marshland is a 66kV indoor switching station and future zone substation located
in Region A

Islington is a 33kV GXP connected switching station and zone substation that supplies

the Region A 33kV / 11kV zone substations

Of the 27 there are 18 in Region A. 9 of those are urban substations and have an

exposed bus structure. The Armagh, Dallington, Lancaster, McFaddens and Waimakariri

structures are inside a building. 9 in Region B are supplied by overhead lines
(Brookside, Dunsandel, Highfield, Killinchy, Larcomb, Kimberley, Greendale, Te Pirita
and Weedons). All have outdoor structures

Springston rural zone substation is supplied by an Orion tower line from Transpower’s

Islington GXP

These are mainly in the Canterbury rural area and on the western fringe of
Christchurch city. Most have some form of outdoor structure and bus-work.
Capacity of these substations is split into three groups as follows:

« Larger urban substations have two or three independent dual rated transformers
«  Smaller urban and larger rural substations have a pair of single rated transformers
» Smaller rural substations have one single rated transformer

Zone substations at Annat, Bankside and Little River have 66kV structures

but are currently operating at 33kV

These are all in Region A. They are directly supplied by either three or four radial
11kV cables and do not have power transformers. None of the 11kV zone substations
have any form of outdoor structure or bus-work. We have had the opportunity to
decommission some 11kV zone substations rather than replace them due to the
changing load profile in certain parts of the network
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7.3 Network property continued

7.3.2.2 Distribution substation

The different types of our distribution substations are shown
in Table 7.3.2. Where our equipment is housed in buildings,
many of these are owned by our customers.

Table 7.3.2 Distribution substation type

Type Quantity
Customer 206
building

Orion 251
building

Kiosk 3,235
Outdoor 841
Pole 6,404
Pad 831
transformer

Switchgear 184
cabinet

Totals 11,952

Description

Customer substations are typically Orion substations contained within a customer's
building. They usually contain at least one transformer with an 11kV switch unit and
400V distribution panel. There may also be 11kV circuit breakers or ring main units

Orion owned substation buildings are normally stand-alone buildings. They vary
in size and construction

Our kiosks are constructed of steel to our own design and manufactured locally.
The majority fall into two categories; an older high style, and the current low style.
Full kiosks vary in size and construction but usually contain a transformer with an
1kV switch unit and a 400V distribution panel

These vary in configuration, but usually consist of a half-kiosk with 11kV switchgear
and a 400V distribution panel as per a full kiosk. An outdoor transformer is mounted
on a concrete pad at the rear or to the side of the kiosk

Single pole mounted substations usually with 11kV fusing and a transformer

These are a transformer only, mounted on a concrete pad and supplied by high voltage
cable from switchgear at another site. Transformers are generally uncovered

Cabinets that contain only 11kV switchgear
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7.3 Network property continued

7.3.3 Asset health
7.3.31 Condition

Our zone substation buildings are well designed and mostly
constructed with reinforced and concrete filled blocks.

Prior to the Canterbury earthquakes in 2010 and 2011 we
undertook a 15-year programme to seismically strengthen
our zone and distribution substation buildings. We completed
the programme before the Canterbury earthquakes and
recognised an almost immediate benefit for our community.

Our kiosks are generally in reasonable condition. Steel
kiosks in the eastern suburbs nearer the sea are more
prone to corrosion and we will replace these kiosks

much sooner than those in the remainder of our network.
We attend to these kiosks as needed, based on information
from our condition surveys, and we now have a stainless-
steel design option to guard against corrosion. The age
profiles are shown in Figures 7.3.1and 7.3.2.

Steel kiosks in the
eastern suburbs nearer
the sea are more prone
to corrosion and we will
replace these kiosks
much sooner than
those in the remainder
of our network.

Figure 7.3.1 Substation buildings age profile by zone substation and distribution substation
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Figure 7.3.2 Kiosk age profile
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7.3 Network property continued

7.3.3.2 Reliability

The reliability of the equipment is not impacted by the
buildings or housings, providing they are kept secure.
Orion rigorously controls security and entry to its
substations, with regular monitoring of site security.

7.3.3.3 Issues and controls

Table 7.3.3 lists the common causes of failure and
the controls implemented to reduce the likelihood of
these failures.

Table 7.3.3 Network property issues/controls

Common failure cause

Third party
interference

Structural and
environmental issues

Deterioration

Known issues

Unauthorised and illegal entry onto our
sites poses a risk to the persons health
and safety

Vegetation in and around our assets
poses an operational safety hazard

Graffiti, which is generally visually
unappealing to the public

Access to our assets can be restricted if
contained within buildings susceptible to
earthquake damage

Asbestos in Orion and privately owned
sites contained within the building materials
poses a risk to the health of our staff and
service providers

Work on contaminated land poses a health
risk to our people and public and can cause
more harm to the environment

Water-ingress into buildings can damage
our assets

Old wooden substation doors require more
maintenance and are not as secure as
newer aluminium doors

Control measures

Our 10-year programme to upgrade security

and safety has been completed. This involved
access (locks and gates/doors), fencing and
earthing. All ground-mounted installations in
industrial and commercial locations have already
been independently surveyed to gauge their
susceptibility to damage. To improve public safety
we are currently installing double fencing to the
majority of zone substations; boundary fencing
and security fencing

We conduct planned and reactive grounds
maintenance programmes

Graffiti is managed through a ground maintenance
and graffiti removal programme

We have completed a seismic strengthening
programme

Asbestos management plan and asbestos
registers, training and education. Procedures and
Accidental Discovery Processes (ADP) established

ADP are established to control health and
environmental risks

We conduct routine building inspections and
maintenance

We replace old wooden doors with aluminium
doors
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7.3 Network property continued

7.3.4 Maintenance plan

The substation monitoring and inspection programmes are
listed in Table 7.3.4. Our forecast operational expenditure,
Table 7.3.5, is in the Commerce Commission categories.

Table 7.3.4 Network property maintenance plan

Maintenance activity

Zone substation
maintenance

Zone substation

grounds maintenance

Distribution
substations

Graffiti removal

Kiosks

Substation earthing

Roof refurbishment
programme

Strategy

Substation Building Condition Assessments are carried to
identify the substation maintenance requirements

Grounds are adequately maintained, switchyard is free
of vegetation and gutters and downpipes are free of any
blockages

Visual inspection of all the components and includes recording
any transformer loading (MDI) value. Vegetation issues are also
reported and cleared

We liaise with the local authorities and community groups in
our area to assist us with this problem. We also now have

in place a proactive graffiti removal plan where our service
providers survey allocated areas of the city and remove graffiti
as they find it

Inspection rounds identify any maintenance requirements

Grounds maintenance ensuring clear and free access to kiosks
is undertaken on urban sites

Grounds maintenance on rural sites is undertaken

We maintain and repaint our kiosks as required with more focus
to deter rust on the coastal areas

A risk-based approach has been taken for the inspecting and
testing of our site earths. In general, earth systems in our rural
area are subject to deterioration because of highly resistive
soils, stony sub-layers of earth and corroded earthing systems

A number of our substation buildings were constructed with

a flat concrete roof with a tar-based membrane covering.
These have been prone to leaking when cracks develop in the
concrete. Over the past few years we have begun to upgrade
these buildings by constructing a new pitched colour steel roof
over the top

Frequency

2 years

Each site is visited once
every 3 weeks

6 months

The sites which go through
the reporting process are
attended usually within

48 hours

6 months

2 years

As required

As required

Between 2,000 and 2,600
sites are tested in any year
and those sites requiring
repairs are scheduled

for remedial work in the
following year

Roof replacement is
scheduled and prioritised
as required, based on
survey data
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7.3 Network property continued

Table 7.3.5 Network property operational expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Service interruptions - - - = S = o - - - -
and emergencies

Routine and 2,412 2313 2313 2,331 2322 2322 2322 2331 2322 2322 23,310
corrective

maintenance and

inspections

Asset replacement 95 95 95 95 95 95 95 95 95 95 950

and renewal

Total 2,507 2,408 2408 2,426 2417 2417 2417 2426 2417 2417 24,260

7.3.5 Replacement plan

The forecast capital expenditure in Table 7.3.6 in Commerce In addition, we are planning to do the following:

Commission categories covers the following: . Upgrade security fencing

+ Ongoing replacement of our substation ancillary . Targeted replacement of steel kiosks located near
equipment such as battery banks and battery chargers the coast due to rust

« Our replacement programme to address safety and
seismic risk of some older pole substation sites by
upgrading the substation design to current standards

Table 7.3.6 Network property replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Zone substations 319 100 100 100 100 100 100 100 100 100 1,219
Distribution 487 487 487 487 487 422 468 502 527 520 4,874
substations and

transformers

Other network assets 749 448 446 410 410 477 514 541 560 555 5110

Total 1,555 1,035 1,033 997 997 999 1,082 1,143 1187 1175 11,203

7.3.51 Disposal

We assess ownership of interests in a property, in particular
easements on unused sites. We will relinquish ownership
of these sites as and when required. The procedures for
disposal are shown in Table 7.3.7.

Table 7.3.7 Procedures for disposal
Disposal type Controls and procedures

Land Prior to disposing of land, we undertake due diligence investigations on environmental and
property matters as considered appropriate

Asbestos We have guidelines and a management plan for the disposal of asbestos which mandate
the appropriate disposal of asbestos as part of our service provider’s safe work methods

Contaminated Land Our asset design standards for substations contain information on how to risk assess works
in and around potentially contaminated land and mandates the use of suitably qualified and
experienced personnel to advise on appropriate disposal options where required. A network
specification details disposal requirements and options for all work relating to excavations,
backfilling, restoration and reinstatement of surfaces
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More than 50% of our 66kV poles

are less than 20 years old and are
well within their life expectancy.

7.4 Overhead lines — subtransmission

741 Summary

Our subtransmission network spans 506 kilometers and is
the backbone of our service to customers. These lines are
supported by 396 towers and 5,425 poles. Any failure of
our subtransmission network has the potential to severely
affect our safety and performance objectives, and disrupt
our customer’s lives.

The overall condition of Orion’s subtransmission lines is
good. Our asset management strategy and practices for our
tower fleet are currently under review to ensure we achieve
the best possible lifecycle outcomes.

We are developing a painting programme for our towers
which makes up majority of the maintenance expenditure,
together with regular condition inspections. Each year we
reconstruct parts of our subtransmission network which
are near end of life by replacing poles and end of life
components such as insulators, crossarms and conductors.

7.4.2 Asset description

Here we describe our 33kV and 66kV overhead line asset
components. For a map and detailed description of our
subtransmission network configuration see Section 6.

Our subtransmission overhead asset has three distinct
components; towers and poles; tower and pole top
hardware; and conductors.

Towers

Our towers are steel lattice type, supported by different
foundation types to maintain the stability and functionality

of our overhead subtransmission network. Most are a mixture
of concrete footings and grillage. Grillage is a framework of
crossing beams used for spreading heavy loads over large
areas. Used in the foundations of towers, steel grillage was
buried directly into the ground for tower foundations in the
50s and 60s, and more recently it is encased in concrete.

Poles
We use three types of poles:

Timber — hardwood and softwood. Hardwood has superior
strength over softwood poles due to its dense fibre
characteristics. Nominal service life of hardwood poles
depends on timber species, preservative treatment and
configuration. Timber poles in areas in areas of harsh
environment conditions have a reduced service life

Concrete — prestressed concrete poles have superior tensile
strength compared to precast concrete. We no longer install
precast poles on our network

Steel — we have 16 steel monopoles specifically designed to
suit their location and span length

For a detailed table of poles by type see Table 7.4.1.

The age profile is shown in Figure 7.4.1. More than 50% of
our 66kV poles are less than 20 years old and are well within
their life expectancy. The life expectancy for timber poles is
40 to 45 years, 80 years for concrete poles and 60 years for
steel poles.

Overall, our subtransmission poles are in good condition.

Table 7.4 Subtransmission support structure type

Type 66kV
Quantity
Hardwood pole 999
Softwood pole 35
Concrete pole 24
Steel pole 14
Steel tower 396
Total 1,468

33kV
Quantity Total
2,294 3,293
434 469
1,623 1,647
2 16
- 396
4,353 5,821
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7.4 Overhead lines — subtransmission continued

Figure 7.4 Subtransmission support structure age profile
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Tower hardware is attached directly to the steel lattice
structure. It consists of mainly glass disc assemblies in strain
and suspension configurations along with some polymer
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Pole top hardware

Pole top hardware supports the overhead conductors on the
pole. It consists of crossarms and braces, insulators, binders
and miscellaneous fixings. Crossarms are constructed of
hardwood timber or steel. Orion uses hardwood timber
crossarms which have a nominal asset life of 40 years.

We have porcelain, glass disc and composite insulators
installed on our network as well as line post, pin and
strain types.
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Conductors

The conductor types used in our subtransmission overhead
network are largely aluminum conductor steel reinforced
cable (ACSR) and hard drawn copper (HD). Their different
attributes are:

ACSR - a stranded conductor used extensively on our

HV network. This conductor is chosen for its high strength
good conductivity and lower cost when compared to copper.
It performs well under snow, wind and ice environments.

HD — hard drawn stranded copper conductors offer greater
flexibility than other conductor types. These conductors are
installed on our LV and HV networks, excluding 66kV. Due to
its cost and other modern alternatives we now only install it
on our LV network when we do replacement works.

Details of conductor type and age profile can be found in
Table 7.4.2 and Figure 7.4.2.

Table 7.4.2 Subtransmission conductor type

Type 66kV
Length (km)

ACSR 259

HD copper -

Total 259

33kV
Length (km) Total
213 472
34 34
247 506
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7.4 Overhead lines — subtransmission continued

Figure 7.4.2 Subtransmission conductor age profile ® 66kV @ 33kv
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7.4.3 Asset health
7.4.31 Condition

Towers Poles

The overall condition of our steel towers is good. The As shown in Figure 7.4.3 the overall condition of the
Transpower spur assets - Addington and Islington to Papanui subtransmission poles is good. More than 50% of our 66kV
- were purchased with no additional paint protection which poles are less than 20 years old and therefore are in good
we are addressing with our painting programme. We have condition. Most of the 33kV poles are older but are also in
a foundation refurnishment and concrete encasement good condition, with some mainly timber pole age-related
programme to address the condition of these towers. deterioration. These are being prioritised for replacement.

The condition of the tower grillage foundations below
ground level is good and as a result this work has been
deferred and budget moved to FY26.

The overall condition of
our steel towers is good.

Figure 7.4.3 Subtransmission pole condition profile ® Poor Fair ® Good
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7.4 Overhead lines — subtransmission continued

Conductors
The conductors on our overhead subtransmission network We have undertaken detailed testing of some tower line
are performing well, see Figure 7.4.4. The copper conductors conductors. The Bromley to Heathcote line is in fair condition
on some 33kV lines are older and showing some signs of due to its age, circa 1957, and coastal location. We expect
wear and is being monitored during routine maintenance. to replace this conductor later in the 10 year plan. We will
The ACSR conductors on the tower lines are generally in retest these conductors in the interim to assess the rate of
good condition. deterioration and better determine end of life.
Figure 7.4.4 Subtransmission conductor condition profile ® Poor Fair ® Good
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7.4.3.2 Reliability

(e ity svetage ot he o soven pomte Our subtransmission

See Figure 74.5. lines failure rate has
been lower than the
industry average for

the last seven years.

Figure 7.4.5 Subtransmission line faults per 100km = QOrion NZ NZ average*

Faults per 100km

FY15 FY16 FY17 FY18 FY19 FY20 FY21

* Source: PwC Electricity Line Business Information Disclosure Compendium 2015-2021
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7.4 Overhead lines — subtransmission continued

7.4.3.3 lIssues and controls

Table 7.4.3 lists the common causes of overhead line failure
and the controls implemented to reduce the likelihood of

these failures.

Table 7.4.3 Subtransmission overhead line failure controls

Common failure cause

Material deterioration

Third party
interference

Environmental
conditions

Known issues

Timber poles — lose strength over time

Conductors — degrade over time, fretting,
corrosion, loss of cross-sectional area

Hardware — binders fatigue and insulators
fail over time. Wooden crossarms can fail due
to decay/rot. Insulators on wooden crossarms
may loosen due to shrinkage or rot

Poles — third party civil works haves the
potential to undermine pole foundations

Conductors — working near power lines
can be fatal or lead to serious injury

Conductors — clearance from the road
surface may change over time because
of road resurfacing, vehicle contact with
poles or conductors sagging too low

Conductor — trees in contact with conductors
can cause damage to the conductor and
heighten the risk of electrocution to

anyone coming into contact with them

or environmental impacts

Timber poles — ground conditions can
contribute to pole structure decay

Conductors - snow and ice loads on
conductor can cause excessive sagging.
Lines can clash in high winds leading to
conductor damage causing outages

Hardware - intense vibrations from high wind
and weather can cause stress on insulators

Control measures
Robust design standards exceed AS/
NZS7000-2016

Pole inspection programme and replacement
programme

Conductor visual inspection

Maintenance inspections and re-tightening
programme

Reflective markers are attached to all roadside
poles in the rural area

A consent is required to work within 4m
of overhead power lines. Signage and media
advertising campaign to raise awareness

A High Load consent is required when
transporting loads with an overall height of
4.8 meters and higher along the road corridor

Conductor crossing height inspected and
maintained for compliance (NZECP34)

Tree regulations
Vegetation control work programme
Tree cut notices are sent to tree owners

Public information advertising campaign

Robust design standards exceed
AS/NZS7000-2016

Maintenance inspection (including corona
camera inspection) and replacement
programme

Conductor sag is addressed through the
line re-tightening programmes and reduces
lines clashing
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7.4 Overhead lines — subtransmission continued

7.4.4 Maintenance plan

Our maintenance activities as listed in Table 7.4.4, are driven
by a combination of time-based inspections, maintenance
and reliability centred maintenance.

Table 7.4.4 Subtransmission maintenance plan

Maintenance activity
Pole inspection

Conductor testing

Subtransmission
thermographic survey

UV corona camera

inspection

Vegetation
management

Retightening /
refurbishment
programme

Tower painting

Tower foundations

Tower inspection

Strategy
Visual inspection of poles and line components for defects

Non-destructive x-ray inspection

Tower lines have sections of conductor removed and tested

This technology can detect localised temperature rise on
components which can be due to a potential defect

This technology can detect excessive discharge on line insulators
not normally detectable by other means. It is used to locate faults
and assess the general condition of insulators

Our obligation is to keep the network safe. We follow the annual
tree management programme to remove vegetation when it is
required

Our vegetation trimming programme consists of clearing only
allows us to cut trees inside specific zones that are stipulated

in the regulations — most vegetation faults happen outside these
zones and are out of Orion’s control. In 2020, we introduced a
new programme to address problem trees and vegetation outside
of these specified zones. As part of our programme we have also
implemented electronic platforms to manage programme data
collection, reporting and contractor accountability

We also notify tree owners if their trees might become a hazard,
and conduct public information advertising campaigns

We will continue to be proactive and carry out the HV tree
management programme, work with and educate land owners

on the importance of vegetation management around the network
and identify and remove vegetation that is at risk of impacting

on the network both inside and outside the Notice Zone

Retightening of hardware components for pole lines only and
the replacement of problematic assets if required; e.g. insulators,
dissimilar metal joints, HV fuses, hand binders and crossarms

Condition assessments are carried out during inspections to
identify tower maintenance requirements. We monitor steel
condition and we undertake further investigation when issues
are highlighted. The ongoing painting programme is designed to
protect good steel prior to any issues arising, and the coatings
systems are then maintained to optimise this protection

Tower foundation maintenance is focused on the concrete
encasement programme for the existing grillage foundations,
and once this is complete only the above ground interfaces will
need ongoing attention

Visual and lifting inspections provides condition assessment
of the tower steel, bolts, attachment points, insulators, hardware
and conductors

Frequency
5 years

As required

2 years

2 years

2 years

12 — 18 months from
new (retighten);

20 years (retighten);
40 years (refurbish)

Approx. 30 — 40 years
from new, dependent
on environmental factors

One off

10 years for visual and
lifting inspections

20 years each circuit
(10 years each line)
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74 Overhead lines — subtransmission continued

A breakdown of subtransmission overhead opex in the

Commerce Commission categories is shown in Table 7.4.5.
The annual operational expenditure forecast is expected to
maintain our current good performance for this asset class.

Table 7.4.5 Subtransmission overhead operational expenditure (real) — $000

FY23 FY24 FY25 FY26

Service 155 155 155 155 155

interruptions
and
emergencies

Routine and
corrective
maintenance
and
inspections

1,655 1,525 1,620 1,610

Asset 0 0 0 250 250

replacement
and renewal

Total 1,810 1,680 1,775 2,015

7.4.5 Replacement plan

Towers
Currently we have not seen any evidence to suggest any
of our towers require replacement.

Poles

Our replacement strategy is based on a combination of

our risk-based approach to replacement and our new pole
inspection programme. We have set an asset class objective
to maintain a pole failure rate of less than one in ten
thousand poles and reduce our faults per km rate. In setting
this objective we considered two scenarios ‘do nothing’

and ‘targeted intervention’.

‘Do nothing’ involves regular maintenance only, but our
chosen solution identifies and prioritises poles based on
condition and criticality.

We plan to continue replacing our 33kV poles at a steady
rate. The replacement rates have been projected with
consideration for cost vs benefit and constraints on resource
requirements. We continue to monitor our performance and
safety to ensure the optimum levels of replacement are
delivered. Based on our projected pole replacement plan,
the current and future pole health scenarios are shown

in Figure 7.4.7.

FY27

1,930

2,335

FY28 FY29 FY30 FY31 FY32 Total
155 155 155 155 155 1,550
1,875 1,925 1,910 1,860 1,860 17,770
250 250 250 250 250 1,750

2,280 2,330 2,315 2,265 2,265 21,070

We have set an asset
class objective to
maintain a pole failure
rate of less than one
in ten thousand poles
and reduce our faults
per km rate.
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74 Overhead lines — subtransmission continued

While our asset management approach is risk based
historically it has been difficult to produce a visual
representation of this. In 2019 the Electricity Engineers
Association (EEA) released an asset criticality guide which
gives industry-led guidance on how to determine an asset's
criticality and provides descriptions and grades of risk.

As mentioned in Section 5.6, we have produced a risk matrix

for our pole assets fleet based on the EEA Asset Criticality
Guide. Figure 7.4.6 is an example of our current, do nothing
and targeted intervention risk profile for our subtransmission
poles over the next 10 years. It shows that if we do nothing

it poses a significant risk to us in the future where we would
struggle to avoid catastrophic failures of poles.

Figure 7.4.6 Subtransmission pole risk matrix

Asset criticality index

Cc4 C3 Cc2 c

Total

Asset health index

Total 0 940 4,470 0 5,410

Risk grade definitions

Low relative consequence of failure. Tolerating increased
failure rates or running asset to failure may be viable strategies

Typical asset in useful life phase. Strategy is to monitor
and maintain

Healthy but highly critical assets. Operating context would need
to be changed if consequence of failure are to be reduced

po)
w

Combination of criticality and health indicates elevated risk.
Appropriate intervention measures should be scheduled

Combination of high consequences of failure and reduced
health indicates high risk. Inmediate intervention required

Targeted intervention at Y10

Do nothing at Y10
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74 Overhead lines — subtransmission continued

Pole top hardware

For economic efficiency crossarms and insulators are
replaced or refurbished in conjunction with the pole
replacement programme, the line retightening programme
and targeted programmes if required.

Conductors

We have tested conductor samples from our Bromley to
Heathcote, Islington to Halswell and Heathcote to Barnett
Park lines to determine end of life. Our testing confirmed
we may need to replace the conductor on our Bromley

to Heathcote line. Replacement has been deferred while
we assess options and will be included in the FY27 budget.

We also intend to replace portions of these overhead
lines with new conductor and have a placeholder budget
for FY29.

A breakdown of subtransmission overhead capex in the
Commerce Commission categories is shown in Table 7.4.6.
The annual capital expenditure forecast is expected to
maintain our current good performance for this asset class.

Table 7.4.6 Subtransmission replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26
Subtransmission 1,260 990 90 1,080
Total 1,260 990 20 1,080

7.4.51 Disposal

All poles are disposed of by our service providers in a
manner appropriate to the pole type. A lifecycle analysis
carried out in 2020 confirmed recycling of poles for another
use is the best outcome — where possible in non-structural
community projects. Examples of where our old poles

have been re-used include playgrounds and mountain bike
tracks. Poles may be recycled, sold as scrap, on sold for
non-commercial purposes or dispatched to landfill. Metal
materials are disposed of through members of the Scrap
Metal Recycling Association of New Zealand (SMRANZ).

FY27

3,745

3,745

FY28 FY29 FY30 FY31 FY32 Total

1,468 4,782 1,680 1,746 1,729 18,570

1,468 4,782 1,680 1,746 1,729 18,570
7.4.6 Innovation

We have adopted a non-destructive x-ray testing technology
which enables us to better determine conductor condition
and optimal replacement timing of our subtransmission
conductor. We have trialed the use of a resistance drill on
our timber poles to help identify internal decay and have

an improved pole inspection process. Results have been
positive, and the drill is only used sporadically when deemed
necessary by Orion engineers. We are now using Unmanned
Aerial Vehicles (UAVs) to assist us to maintain and inspect
our network. UAVs provide us with cost savings and
improved inspections.
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Our 11kV distribution overhead
system has 3,146km of lines servicing
central Canterbury, Banks Peninsula
and outer areas of Christchurch city.

7.5 Overhead lines — distribution 11kV

751

Our 1kV overhead lines are the workhorse of our distribution
network in Region B and outer Christchurch city. Their
failures have the potential to negatively affect our safety
objectives, and disrupt the lives of the community. We are
increasing 11kV lines expenditure over the next 10 years,
mainly to minimise pole failures, but also to maintain overall
reliability and asset condition.

Summary

7.5.2 Asset description

Our 1kV distribution overhead system is 3,146km of lines
servicing the rural area of central Canterbury, Banks
Peninsula and outer areas of Christchurch city. These lines
are supported by 47,522 timber and concrete poles, some of
which also support subtransmission and 400V conductors.

Our 11KV lines are supplied from zone substations. Supply is
also taken directly at 11kV from the GXPs at Coleridge, Castle
Hill and Arthur’s Pass. We have 100km of single wire earth
return (SWER) lines used to supply power to remote areas on
Banks Peninsula. The 11kV system includes lines on private
property that serve individual customers.

The 11kV overhead asset class comprises three distinct
assets: pole, pole top hardware and conductor.

Table 7.5.1 11kV pole quantities by type

Poles

The 11kV poles provide support for the 11kV line assets and
other classes of network assets, such as pole-mounted
transformers, low voltage lines and associated hardware.
There are four types of poles used on our network:

« Timber — comes in hardwood and softwood. Hardwood
has superior strength over softwood poles due to its
dense fibre characteristics. The nominal service life
of hardwood poles depends on the timber species,
preservative treatments and configuration. Timber poles
in areas exposed to harsh environmental conditions have
a reduced nominal service life

« Concrete - pre-stressed concrete poles which have
superior tensile strength compared to precast concrete.
We no longer install precast poles on our network

« Steel — we have four steel monopoles specifically
designed to suit their location and span length. We have
installed concrete pile foundations to support these poles

. Steel pile — we have 44 steel pile structures to support
the hardwood poles in or near riverbeds

Today, we predominantly install timber poles. Table 7.5.1
shows the pole types and quantities installed on our
network.

Pole type

Timber (Hardwood)
Timber (Softwood)
Concrete

Steel pole and piles

Total

Quantity
14,151
16,047
17,276
48

47,522
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7.5 Overhead lines — distribution 11kV continued

The Figure 7.5.1 age profile shows a transition in the 1990s
from concrete poles to timber poles. This change was
made based on a combination of lifecycle economics and
engineering considerations. It also shows that the majority
of our older poles are concrete and steel.

Figure 7.5.1 11kV pole age profile @ Concrete/Steel ® Hardwood @ Softwood
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Pole top hardware
Pole top hardware are components used to support They are:
overhead conductors on the pole. This consists of crossarms . HD Copper — hard drawn stranded copper conductor,
and braces, insulators, binders and miscellaneous fixings. which is no longer installed on our 11kV network

Crossarms are constructed of either hardwood timber or .. .
« Aluminium conductor-steel reinforced (ACSR) —

a stranded conductor used extensively on our HV
network. This conductor is chosen for its high strength
good conductivity and lower cost when compared

to copper. It performs well in snow, wind and ice
Conductors environments

A variety of conductor types are used for the 11kV overhead
network. The decision as to which conductor type is used is
influenced by economic considerations, the asset location,
environmental and performance factors. The number of
conductor types we use is listed in Table 7.5.2.

steel. We use hardwood timber crossarms which have a
nominal asset life of 40 years. We have porcelain, glass and
polymer insulators installed on our network. We do not have
complete records of the ages of these components.

« Other aluminium - all Aluminium Conductors (AAC) are
made up of stranded aluminium alloy. All Aluminium Alloy
Conductors (AAAC) have a better strength to weight ratio
than AAC and also offer improved electrical properties
and corrosion resistance

Table 7.5.2 11kV conductor quantities by type

Conductor type Length (km)
HD Copper 279
Aluminium (ACSR) 2,805
Other Aluminium (AAC & AAAC) 62
Total 3,146
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7.5 Overhead lines — distribution 11kV continued

The age profile in Figure 7.5.2 shows that our conductor
population is predominantly ACSR, with hard drawn copper
the second most prevalent conductor type.

Figure 7.5.2 11kV conductor age profile @ ACSR ® Copper ® AAC/AAAC
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7.5.3 Asset Health
7.5.31 Condition

Poles

The condition of our 11kV network has been modelled
using CBRM. Figure 7.5.3 shows the current age and
condition profile for our overhead 11kV poles. Our poles
are predominantly in good condition.

Figure 7.5.3 11kV pole condition profile ® Poor Fair ® Good
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Across our wide range of conductor types and ages we have
identified a number of poorer performing conductor types.

A replacement programme has targeted the worst performing
(7/16 Cu) conductors. Once that has been completed, we will
replace a range of small and end-of-life ACSR conductors.
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7.5 Overhead lines — distribution 11kV continued

7.5.3.2 Reliability

Figure 7.5.4 is compiled using information disclosure data.

It shows our 11kV lines fault rate per 100km has been higher
than the industry average and has also exceeded our target
of 18 faults per 100km. The increase in overhead fault rate is
due to wildlife which climb onto the power lines, vegetation
and lightning strike.

A contributing factor may be warmer weather conditions
which caused a mega mast year 2019/2020 creating
exceptionally high levels of plant seeds, stimulating higher
breeding rates of wildlife such as possums and rats.

These conditions are also favourable to faster growth

rates for vegetation.

Lightning Strikes

We have seen a significant increase in lightning strikes in
recent years particularly in spring and summer with warmer
temperatures. These happen predominantly in the rural and
Banks Peninsula areas and are sporadic in nature.

Wildlife

Over the last four years we seen an increase of possums
coming into contact with our overhead lines. Orion has been
installing possum guards on the concrete poles that have
significant outage issues. We have also partnered with the
Department of Conservation to help eradicate possums in
our most affected areas in Banks Peninsula.

Vegetation

Although we have an extensive vegetation management
programme some tree species grow faster than our regular
tree trimming rounds. We work with land owners to manage
their trees. We have also initiated a project to target areas
with fast growing vegetation issues.

While the number of faults is increasing, our reliability
with regards to SAIDI and SAIFI is improving. This is likely
to as a result of our installation of remote line switches
on our network that enable us to switch and restore the
network faster in response to faults.

Figure 7.5.4 11kV line faults per 100km
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* Source: PwC Electricity Line Business Information Disclosure Compendium 2015-2021
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7.5 Overhead lines — distribution 11kV continued

Pole failure rate

To support public safety and network reliability we have with a renewed approach to identifying and reporting suspect
established a pole failure rate’ target of less than one failure poles. Since taking effect, five years of comparable data has
per 10,000 of all pole voltage classes combined. In 2016 we been reviewed under this benchmark. Figure 7.5.5 shows
established a more robust definition of ‘pole failure’ along we met our asset class objective for the last five years.
Figure 7.5.5 Pole failure rate (all voltage classes) @ No. of failures per 10,000 poles ~ ===—= Target
2
15
1 oo oo oo
) J I I
0 A A
FY17 FY18 FY19 FY20 FY21 FY22 FY23 FY24 FY25 FY26
"“Pole Failure” is where the pole has failed to be self-supporting under impacts from vehicles or trees. It also does not cover “red tag” poles that
normal load conditions and has fallen or is sufficiently unstable that it is are replaced immediately when found to be at risk of failure under normal
posing a risk to people’s safety or damage to property. The term does not structural loads. We have monitored our poles according to this definition
cover events where a pole has fallen due to an “Assisted Failure”, such as since 2016.
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7.5 Overhead lines — distribution 11kV continued

Table 7.5.3 lists the common causes of failure and
the controls implemented to reduce the likelihood

of these failures.

Table 7.5.3 11kV overhead line failure controls

Common failure cause

Material deterioration

Environmental
conditions

Third party
interference

Known issues

Pole - loss of strength over time

Conductor — degrades over time, fretting,
corrosion, loss of cross—sectional area

Hardware — binders fatigue and insulators fail
over time. Wooden crossarms can fail due to
decay/rot. Insulators on wooden poles may
loosen due to shrinkage

Pole — poor ground conditions can contribute
to wooden pole structure decay

Conductor — snow and ice loads on conductor
can cause excessive sagging. Lines can clash
in high winds leading to conductor damage
causing outages

Hardware — intense vibrations from
earthquakes and weather can cause stress
on insulators

Pole — third party civil works has the potential
to undermine pole foundations

Vehicles vs poles

Conductor — working near power lines can
be fatal or lead to severe injury

Conductor — clearance from the road surface
may change over time because of road
re-surfacing, vehicle contact with poles

or soil disturbances caused by nature

Conductor — tress in contact with conductors
can damage the conductor and heighten the
risk of electrocution to anyone coming into
contact with them or environmental impacts

Control measures
Robust design standards exceed
AS/NZS7000-2016

Pole inspection programme and replacement
programme
Conductor visual inspection

Maintenance inspections and re-tightening
programme

Robust design standards exceed
AS/NZS7000-2016

Maintenance inspection (including corona
camera inspection) and replacement
programme

Conductor sag is addressed through the
line re—tightening programmes and reduces
lines clashing

We have a Close Approach consent process
and measures for temporary pole stabilisation
(NZECP34)

Reflective markers are attached to all roadside
poles in rural areas

A Close Approach Consent is required to
work within 4m of overhead power lines

Signage and public information advertising
campaign to raise awareness

A high load consent is required when
transporting loads with an overall height
of 4.38 metres and higher along the road
corridor

Conductor height inspected and maintained
for compliance (NZECP34)

Tree regulations
Vegetation control work programme
Tree cut notices are sent to tree owners

Public information advertising campaign
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7.5 Overhead lines —

distribution 11kV continued

7.5.4 Maintenance plan

Regular inspections are carri
and reliable operation of our
asset class objectives to mai
performance in balance with
customer expectations.

ed out to ensure the safe
assets. This supports Orion's
ntain our overhead network
risk and cost to meet

Our maintenance activities, as listed in Table 7.5.4, are driven
by a combination of time based inspections, and reliability
centred maintenance.

Table 7.5.4 11kV overhead maintenance plan

Frequency

Maintenance activity

Pole inspection

UV corona camera
inspection

Vegetation
management

Retightening /
refurbishment
programme

Strategy

Detailed inspection of poles and lines
including excavation for some types

This technology can detect excessive
discharge on line insulators not normally
detectable by other means. It is used to locate
faults and assess the general condition of
insulators

We have a proactive programme in place to
trim trees within the corridor stated in the tree
regulations. We also consult with land owners
with trees that pose a risk to our assets,

but are outside the trim corridor. Refer to
Table 7.4.4 for more information

Retightening of hardware components,
replacement of problematic assets if required
e.g. insulators, dissimilar metal joints,

HV fuses, hand binders and crossarms

An annual forecast of 11kV overhead operational expenditure
in the Commerce Commission categories is shown in

Table 7.5.5.

Five years

Two years

Two years

Initially at 12 — 18 months from new (retighten),
then at 20 years (retighten/refurbishment),
then again at 40 years (refurbishment)

Table 7.5.5 11kV overhead operational expenditure (real) $000

FY23
Service 1,205
interruptions and
emergencies
Vegetation 4,000
management
Routine and 994
corrective
maintenance
and inspection
Asset 1,522
replacement
and renewal
Total 7,721

FY24 FY25 FY26 FY27 FY28
1,205 1,205 1,205 1,205 1,205
4100 4,200 7400 7400 7400
2,237 2,328 7401 6,244 6,374
1,325 1,692 1,899 2,464 2,396
8,867 9425 17905 17313 17375

FY29

1,205

7,400

7,617

2,242

18,464

FY30

1,205

7,400

7,673

2,470

18,748

FY31 FY32 Total
1,205 1,205 12,050
7400 7400 64,00
7569 6,069 54,506
3,191 3,191 22,392
19,365 17,865 153,048
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7.5 Overhead lines — distribution 11kV continued

7.5.5 Replacement plan

Poles

As a pole’s age increases, so too does its probability of

failure, and defects and condition driven failures are likely to

increase. To meet our asset class objective to maintain a pole
failure rate of less than one in 10,000 poles and to reduce
our faults per km rate we have considered these options:

- Targeted intervention — the chosen solution which
identifies and prioritises poles based on condition and
criticality

- Do nothing - regular maintenance only, but does not
prevent material deterioration in condition

- Underground conversion — an option that is normally
uneconomical

The optimised replacement approach options are shown in
Figure 7.5.6 and Figure 7.5.7.

As mentioned in Section 5.6, we have produced a risk matrix
for our poles fleet based on the EEA Asset Criticality Guide.
Below is an example of our current, do nothing and targeted
intervention risk profile over the next 10 years. It shows that
if we do nothing it poses a significant risk to us in the future
where we would struggle to avoid catastrophic failures

of poles.

Figure 7.5.6 11kV pole risk matrix

Asset criticality index

g
2 H2 622
£
B L
[
K=
2 H4 17,61
<
H5 0 20,567
Total 1,581 43226 2700 0 47,507

Do nothing at Y10

Asset criticality index

Risk grade definitions

Low relative consequence of failure. Tolerating increased
failure rates or running asset to failure may be viable strategies

Typical asset in useful life phase. Strategy is to monitor
and maintain

Healthy but highly critical assets. Operating context would need
to be changed if consequence of failure are to be reduced

Pl
w

Combination of criticality and health indicates elevated risk.
Appropriate intervention measures should be scheduled

Combination of high consequences of failure and reduced
health indicates high risk. Immediate intervention required

Targeted intervention at

Asset criticality index

Total Total
6,847 H1 23
£ £
2 611 2 H2 542
< <
- -
® 13,009 ® H3 13,002
o 1}
< <
1] ]
» 7,855 a H4 19,185
0 0
< <
1,452 H5 14,755
Total 1,581 43,226 2,700 0 47,507 Total 1,581 43,226 2,700 0 47,507
* Numbers may vary slightly from Table 7.5.1 depending on the
timing of data extracts.
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7.5 Overhead lines — distribution 11kV continued

Figure 7.5.7 11kV pole risk scenarios

Current risk

Do nothing risk _

Targeted intervention risk
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We believe our targeted replacement plan is appropriate

as it achieves our asset class objective to maintain a safe,
reliable, resilient system. While the targeted intervention risk
in Figure 7.5.7 shows some poles as orange (R2) or “high”
risk the overall risk profile remains largely the same.

40% 50% 60% 70% 80% 90%
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100%

This replacement programme, in conjunction with
subtransmission and LV pole replacement supports our asset
class objective to maintain less than one in 10,000 failure.

As a result, we are planning a steady increase in the
replacement of our mainly timber poles, as shown in
Figure 7.5.8.

Figure 7.5.8 11kV pole replacement plan
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Pole top hardware

For economic efficiency, crossarms and insulators are
replaced or refurbished in conjunction with the pole
replacement programme, the line retightening programme
and targeted programmes if required. Recently we have
been focusing on reliability improvement for rural townships
by targeting feeders through a combination of insulator

and crossarm replacements and installation of automated
line switches.

FY27 FY28 FY29 FY30 FY31 FY32

Conductor

We aim for asset standardisation where possible, so unless
demand or capacity reasons dictate otherwise, the standard
like-for-like when replacing conductors will be Dog or
Flounder ACSR.
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7.5 Overhead lines — distribution 11kV continued

Overhead to underground conversion

An option to consider for replacing end of life 11kV overhead
lines is the possibility of converting to underground cables.
As the cost per meter is significantly lower for overhead

lines it is normally not economically justifiable to do so.
However we are considering a programme from FY27
onwards to convert approximately 4km of overhead lines

to underground in the western suburbs of Christchurch

per year. The drivers for this replacement are a mixture of
condition based replacement, safety, resilience and reliability
improvement. A business case including cost benefit analysis
will be completed to assess the viability of this project.

A breakdown of 11kV overhead capex in the Commerce
Commission categories is shown in Table 7.5.6.

The capex expenditure forecast is expected to contribute
to improving our asset class reliability performance while
maintaining our pole failure rate to less than one failure per
10,000 poles.

As an outcome of reviewing our pole replacement
processes, we identified that replacing all the poles we
needed to in a particular area, irrespective of the voltage
of the lines, was more efficient than our previous approach
of focusing on one asset class at a time.

As a result, the replacement capex for LV poles is combined
with 11kV poles and the total capex is shown in Table 7.5.6.

The capex expenditure
forecast is expected

to contribute to
improving our asset class
reliability performance
while maintaining our
pole failure rate to

less than one failure

per 10,000 poles.

The capital expenditure for this asset class also includes the
installation cost for replacing end of life Air Break Isolators
(ABI). The material cost is captured in section 710 Switchgear.
For more information see 710.5.

Table 7.5.6 11kV overhead replacement capital expenditure (real) $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Distribution 5806 7846 8356 9,886 12,396 15,944 15946 16,340 17090 16,900 126,510
& LV Lines
Distribution 525 525 525 525 525 300 300 300 300 300 4125
switchgear
Other reliability, 2,716 2,716 2,716 2,716 2,716 2,716 2,716 2,716 2,716 2,716 27160
safety and
environment
Total 9,047 11,087 11,597 13,127 15,637 18,960 18,962 19,356 20,106 19,916 157,795
7.5.51 Disposal
See section 7.4.51. We are trialling Fusesavers on our 11kV overhead network.

These act as a single-phase circuit breaker and recloser.

7.5.6 Innovation

We worked with Christchurch City Council, Selwyn District
Council and ECan to improve our operational efficiency and
reduce cost by gaining global consents for the repetitive
activity of undergrounding cables and installing poles across
our network. This innovation in improving our efficiency
delivers on our asset management strategy focus on
ongoing operational optimisation.

Our customers also benefit from minimising our compliance
costs while we continue to meet resource consenting
requirements.

The benefit of the reclose function is expected to be greatly
increased network reliability and fewer power outages for
our customers.

We have recently implemented a project to automatically
enable/disable our auto-reclosers by network segment in
response to localised weather data during high fire risk
seasons. Early results show we are decreasing the fire risk
and reducing the duration of power outages for our rural
customers.
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Our low voltage 400V distribution
7’ overhead network is 2,354km of

lines mainly within Region A,
delivering power from the street
to customer’s premises.

7.6 Overhead lines — distribution 400V

764 Summary Poles

Our low voltage 400V distribution overhead network is There are three types of poles on our LV network:

2,354km of lines mainly within Region A, delivering power + Timber — hardwood and softwood — hardwood has

from the street to customer’s premises. The lines are superior strength over softwood poles due to its dense
supported by timber, concrete and steel poles. To counteract fibre characteristics. The nominal service life of hardwood
our aging pole population and maintain our performance we poles depends on the timber species, preservative

are increasing the pole replacement rate and expenditure treatments and configuration. Timber poles in areas

over the AMP period. We are also improving the quality of exposed to harsh environmental conditions have a

our fault data so that we can proactively target areas with reduced nominal service life.

vegetation issues. Expenditure on vegetation removal has . Concrete — pre-stressed concrete — have superior tensile
also increased to target areas of Orion’s network that have strength compared to precast concrete. We no longer
been significantly impacted by trees on our lines. install precast poles on our network.

7.6.2 Asset description - Steel poles — we have three steel monopoles specifically

The 400V overhead asset comprises three distinct designed to suit their location and span length.

components; poles, pole top hardware and conductors. Many of our older timber poles have estimated ages as no
install date or manufacture date was recorded or available

circa pre-2000. The new pole inspection process introduced
in FY22 will address this within a five year period. Table 7.6
shows the pole type and quantities on our network.

Table 7.6.1 400V pole quantities by type

Pole type Quantity
Timber (hardwood) 10,783
Timber (softwood) 14,997
Concrete 9,101
Steel 3
Total 34,884
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7.6 Overhead lines — distribution 400V continued

The profile in Figure 7.6.1 shows that our older poles are a
mix of timber and concrete types. The age profile shows a
transition in the 1990s from concrete pole types to timber
pole types. This change was made based on a combination
of lifecycle economics and engineering considerations.

The age profile also shows a large population of poles
aged 16-20 years, which replaced existing poles when a
telecommunications network was installed on our poles.

Figure 7.6.1 400V pole age profile
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Pole top hardware

Pole top hardware are components used to support the
overhead conductor on the pole. This consists of crossarms
and braces, insulators, binders and miscellaneous fixings.
We use hardwood timber crossarms which have a nominal
asset life of 40 years. We have porcelain insulators installed
on our network. We collect pole top hardware data on
condition and record the age and type for new insulators.

31-35
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Conductor

We use a variety of mainly covered conductor types for
the LV overhead network. The conductor type chosen is
influenced by economic considerations, asset location,
environmental and performance factors. The different
conductor categories are listed in Table 7.6.2.

® Concrete/Steel

Table 7.6.2 400V conductor quantities by type

Conductor type
Copper (Cu)
Aluminium (Al)
Unknown
Streetlighting (Cu)
Total

* Total figure excludes adjustment for road crossings and back
section lines.

Length (km)
792
148
513
901

2,354
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7.6 Overhead lines — distribution 400V continued

The age profile in Figure 7.6.2 shows that the majority of our
conductors are greater than 40 years old. Our conductor
population is predominantly copper, with a large proportion

where the type is unknown. Our operators are tasked with
identifying the unknown conductor where possible. Only
a relatively small proportion are recorded as aluminium.

Figure 7.6.2 400V conductor age profile ® Unknown ® Aluminium @ Copper
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Age
7.6.3 Asset health
7.6.31 Condition Conductors

Poles

The condition of the low voltage poles has been modelled
using the process of CBRM. Figure 7.6.3 shows the condition
profile for our overhead LV poles. It can be seen that the
pole population is predominantly in good or fair condition,
with a smaller amount in poor condition.

The condition of the conductors is generally good. However,
recent modelling of our LV networks has indicated that some
spans are operating above rated capacity. Consequently,

we have allocated additional budget for upgrading network
in these areas to relieve constraints. See Section 6.6.2.2

for details.

Low voltage conductors are predominantly PVC covered
with typically shorter spans and tensions of about 5% of
Conductor Breaking Load

Figure 7.6.3 400V pole condition profile
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7.6

7.6.3.2 Reliability

We are not required to record SAIDI or SAIFI for our LV
network. However, to ensure prudent asset management
we collect performance data on our LV system. The level of
defective equipment has been trending downwards over the
last four years. Faults related to adverse weather have also
been trending down over the same period and this is due to
having fewer major weather events in recent years. We have
also improved our data analysis to separate weather and
vegetation events down to their root causes.

Historically some events categorised as weather may have
been vegetation related. We intend to continually improve
the distinction between weather and vegetation related
faults so that identified areas with vegetation issues can be
addressed. Third party related incidents are slowly trending

upwards. The majority of these are due to contractor vehicles

and excavators coming into contact with overhead lines.

7.6.3.3 Issues and controls

The controls for reducing the likelihood of failure for 400V
overhead asset is the same as 11kV overhead assets, see
Table 7.5.3.

Overhead lines — distribution 400V continued

7.6.4 Maintenance plan

Regular inspections are carried out to ensure safe and
reliable operation of our assets. Our maintenance activities
are driven by a combination of time based inspections and
reliability centred maintenance.

An annual forecast of 400V overhead operational
expenditure in the Commerce Commission categories

is shown in Table 7.6.3.

Faults related to adverse
weather have also been
trending down over the
same period and this

is due to having fewer
major weather events
inrecent years.

Table 7.6.3 400V overhead operational expenditure (real) — $000

FY23 FY24 FY25 FY26

Service 1,000 1,000 1,000

interruptions and
emergencies

1,000

Vegetation 900 900 900

management

1,800

Routine and 3,450 2,250 2,250
corrective
maintenance

and inspection

2,250

Asset
replacement
and renewal

Total 5350 4,50 4,50 5,050

FY27 FY28 FY29 FY30 FY31 FY32 Total

1,000 1,000 1,000 1000 1,000 1,000 10,000

1,800 1,800 1,800 1,800 1,800 1,800 15,300

3350 3,350 2150 2,150 2150 3,350 26,700

6,150 6,150 4,950 4,950 4,950 6,150 52,000
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7.6 Overhead lines — distribution 400V continued

7.6.5 Replacement plan

Poles

In recent times our replacement rate for LV poles has been
moderately low. This was in part due to our large investment
in the replacement of poles in 2000 and 2001 which brought
the condition of our poles up to a very good level. The buffer
that this created has now reduced. We plan to increase our
replacement rate to maintain the health and failure rate of
our LV poles.

As mentioned in Section 5.6, we have produced a risk
matrix for our poles fleet based on the EEA Asset Criticality
Guide. Below is an example of our current, do nothing and
targeted intervention risk profile over the next 10 years.

It shows that if we do nothing it poses a significant risk to
us in the future where we would struggle to avoid
catastrophic failures of poles.

Figure 7.6.4 400V pole risk matrix

Risk grade definitions

Asset criticality index Low relative consequence of failure. Tolerating increased
ca c3 c2 c1 Total failure rates or running asset to failure may be viable strategies
120 . Typical asset in useful life phase. Strategy is to monitor
and maintain
3
E 1,973 R3 Healthy but highly critical assets. Operating context would need
s to be changed if consequence of failure are to be reduced
g 9,104
f . Combination of criticality and health indicates elevated risk.
§ 5,305 Appropriate intervention measures should be scheduled
< 18,415 . Combination of high consequences of failure and reduced
health indicates high risk. Immediate intervention required
Total 353 34,018 546 0 34,917¢

Do nothing at Y10

Asset criticality index

Targeted intervention at Y10

Asset criticality index

Total Total

z H2 6,424 - H2 1,808
K= K=
= =

§ O
[ [
K= K=

§ H4 13,976 § H4 5,305
< <

H5 8,369 H5 18,915

Total 353 34,018 546 0 34,917 Total 351 34,101 546 0 34,917

* Numbers may vary slightly from Table 7.6.1 depending on the
timing of data extracts.
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7.6 Overhead lines — distribution 400V continued

Figure 7.6.5 400V pole risk scenarios ® R1 R2 R3 R4 R5

Current risk

Do nothing risk -

Targeted intervention risk

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

As a result, we are planning a steady increase in replacement
of our mainly timber poles as shown in Figure 7.6.6. This
steady increase is necessary to allow time for our service
providers to resource appropriately for the work programme.

Figure 7.6.6 400V pole replacement plan
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7.6 Overhead lines — distribution 400V continued

Pole top hardware Overhead to underground conversion

For economic efficiency crossarms and insulators are An option to consider for replacing end of life overhead
replaced in conjunction with the pole replacement lines is the possibility of converting to underground cables.
programme, the line retightening programme or targeted As the construction cost for overhead lines is significantly
programmes if required. lower than that for undergrounding it is normally not

economically justifiable to do so. Most underground
conversions are driven and partially funded by third parties
such as councils, developers or roading authorities.

Conductor
We do not have a proactive scheduled replacement plan
for LV conductor. Any isolated sections requiring repairs
or replacement are repaired or replaced under emergency Table 7.6.4 shows the replacement expenditure in the
maintenance or non-scheduled maintenance. Commerce Commission categories.
As mentioned in Section 7.5, the pole replacement budget
for this asset class has been included in the 11kV overhead
capex.

Table 7.6.4 400V overhead replacement capital expenditure (real) — $000
FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Distribution 390 290 290 290 245 339 390 327 351 345 3,257
& LV Lines

Other network 120 120 120 120 120 120 120 120 120 120 1,200
assets

Other 240 160 160 160 160 160 160 160 160 160 1,680
reliability,

safety and

environment

Total 750 570 570 570 525 619 670 607 631 625 6,137

7.6.51 Disposal

A lifecycle analysis carried out in 2020 confirmed recycling
of poles for another use is the best outcome — where
possible in non-structural community projects. Examples of
where our old poles have been re-used include playgrounds
and mountain bike tracks. Poles may be recycled, sold as
scrap, on sold for non-commercial purposes or dispatched
to landfill or through members of the Scrap Metal Recycling
Association of New Zealand (SMRANZ).
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Our subtransmission underground

cable network delivers electricity
from Transpower’s GXPs to

substations across the region.

7.7 Underground cables — subtransmission

771 Summary

Our subtransmission underground cable network is a
combination of 66kV and 33kV cables. Their main purpose
is to deliver electricity from Transpower’s GXPs to zone
substations across the region. The majority of our 66kV
and 33kV cables are in good condition. We have undertaken
a risk assessment of our 66kV oil filled cables and 33kV
XLPE cable joints. Our conclusion was that we should
continue with our plans to replace our 66kV oil filled cables
due to the Alpine Fault risk. For our 33kV cables our risk
assessment recommended replacement of the joints which
is largely complete.

77.2 Asset description

Table 7.71 shows that 66kV underground cable consists of
older oil-filled cables and more recent XLPE cables. 40km of
three core oil filled cables were installed between 1967 and
1981. XLPE cable has been installed since 2001 and it is still
our current 66kV cable standard.

We have 37km of 33kV underground cable. It is mostly
situated in the western part of Christchurch city, with sections
of cable in Rolleston, Lincoln, Prebbleton and Springston.

In recent years we have replaced an increasing amount

of 33kV overhead line with underground cables as land

has been developed and road controlling authorities have
requested removal for road upgrades.

Cables are laid in the city to conform to the requirements
of the Christchurch city plan. Cables are also installed as a
result of customer driven work from developers requiring
the undergrounding of our overhead subtransmission lines.
Table 7.71 shows the age cable type quantities for our 33kV
and 66kV network.

Table 7.71 Subtransmission cable length by type

Cable type

33kV
PILCA 1.5
XLPE 36.5
3 core oil -
Sub-total 38
Total

Length (km)
66kV Total
= 1.5
50 86.5
40 40
91
129
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77 Underground cables — subtransmission continued

Figure 7.71 shows the age profile for our 33kV and 66kV
network. It can be seen that the majority of our assets are
relatively new. The older 66kV cables are 3-core oil filled

cables. Our newest 66kV XLPE cable was installed as part of

our post-earthquake resiliency work.

Figure 7.71 Subtransmission cable network age profile
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77.3 Asset health

77.31 Condition

We operate our 66kV cables conservatively which means
they have not been subject to electrical aging mechanisms.
We monitor the cables to ensure the integrity of their
mechanical protection is maintained. We have replaced all

the joints that indicated excessive movement of conductors.

Some of our oil filled cables have returned poor sheath test
results indicating some outer sheath damage. Our 66kV

oil filled cable replacement programme will take this into
consideration. We continue to inspect the joints as part of
an ongoing maintenance plan.

Our 33kV cables are relatively new and are in good
condition. During the previous AMP period we identified
33kV joints were in poor condition and deemed them as
high risk, and as a result we undertook a joint replacement
programme.

31-35 26-30  21-25 16-20 1-15 6-10 1-5

Age

7.7.3.2 Reliability

Our 66kV cables were reliable prior to the earthquakes and
in recent years. The performance of the cables is based

on benchmarks such as SAIDI, SAIFI and defect incident
records. An example of a minor defect would be termination
issues such as oil leaks which are repaired under emergency
maintenance.

Between FY15-FY18 we experience eight 33kV joint failures.
Most of these failures were attributed to poor jointing
technique or methods. Over the last two years we have

had no 33kV joint failures. This is because the risks that
were identified with the vulnerable 33kV joints have

been repaired.
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77 Underground cables — subtransmission continued

Figure 7.7.2 Subtransmission underground cable faults per 100km

Faults per 100km

=== QOrion NZ == NZ average*
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FY19 FY20 FY21

* Source: PwWC Electricity Line Business Information Disclosure Compendium 2015-2021
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Issues and controls

Subtransmission cable failures are rare, but when they do
occur, they can significantly impact our customers through
loss of supply. Table 7.7.2 lists the common causes of failure
and the controls implemented to reduce the likelihood

of these failures.

Table 7.7.2 Subtransmission cable failure controls

Common failure cause

Material degradation

Quality of installation

Third party interference

Known issues

Partial discharge degrades the cable
insulation which can result in complete
failure leading to an outage

Poor quality of workmanship while
installing cable joints can lead to
premature failure impacting reliability
further down the track

Poorly compacted fill material or naturally
soft ground — for example organic clays
and peat

Third parties dig up and damage our
cables during road reconstruction

Control measures

Ultrasonic and partial discharge monitoring
of terminations in zone substations

Cable jointers are qualified, competent and
trained to install specific products. We require
them to be certified by the supplier

Replacement programme for affected 33kV joints.
Minimise high current loads to prevent thermal
runaway of suspect joints

Inspection of service providers during the laying
of cables

33kV and 66kV cables require standover process
and consent application for any work

Extensive safety advertising in the media.
Free training on working safely around cables,
including map reading and a DVD

Orange coloured sheath 33kV cable is installed
to allow easier identification

Proactive promotion to service providers of cable
maps and locating services
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77

77.4 Maintenance plan

Our scheduled maintenance plan for subtransmission cables
is summarised in Table 7.7.3 and the operational expenditure
in the Commerce Commission categories is shown in

Underground cables — subtransmission continued

Table 7.7.4. This includes a five year programme to inspect
and refurbish 66kV joints on the Papanui to McFaddens
circuit.

Table 7.7.3 Subtransmission cable maintenance plan

Maintenance activity Strategy

Cable inspection Oil filled cable oil level checks
Cable sheath tests and repairs

Partial discharge testing

New or repaired cable benchmark testing

Frequency

2 monthly

From annually to at least 4 yearly
As required

As required

Table 7.7.4 Subtransmission underground operational expenditure (real) — $000

FY23 FY24 FY25 FY26
Service 110 110 10 10
interruptions and
emergencies
Routine and 38 38 38 38
corrective
maintenance and
inspections
Asset 200 200 200 200
replacement and
renewal
Total 348 348 348 348

7.1.5 Replacement plan

Our 66kV oil filled cables and joints have a medium to

high risk of multiple faults occurring when the Alpine Fault
ruptures. Recent research from Te Herenga Waka—Victoria
University of Wellington estimates that there is a 75% chance
of a major Alpine Fault earthquake in the next 50 years.

To minimise the risk of failure and to continue investing in
the network resilience and provide security and confidence
for our community, the replacement of our 40km of oil

filled 66kV cables will be integrated into a wider 66kV
architecture project.

We have allowed expenditure to carry out concept design for
the 66kV cable route over the planning period.

FY27 FY28 FY29 FY30 FY31 FY32 Total
10 10 10 10 10 10 1,100
38 38 38 38 38 38 380

200 = = = = = 1,000
348 148 148 148 148 148 2,480

7.7.51 Disposal

Our asset design standards for underground cable contain
information on how to risk assess works in and around
potentially contaminated land, and mandates the use of
suitably qualified and experienced personnel to advise on
appropriate disposal options where required. We have a
network specification that details disposal requirements
and options for all work relating to excavations, backfilling,
restoration and reinstatement of surfaces.

Table 7.7.5 Subtransmission underground capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Subtransmission 50 50 50 50 50 50 50 50 50 50 500

Total 50 50 50 50 50 50 50 50 50 50 500
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90% of our 2,736km network of

@ 11kV underground cables are in

(OXO) the urban area of Christchurch
also known as Region A.

7.8 Underground cables — distribution 11kV

781 Summary 7.8.2 Asset description
90% of our network of 11kV underground cables are in There are two main types of 11kV underground cable in our
the urban area of Christchurch also known as Region A. network:

The overall condition of these cables is good. We proactively « PILCA — paper insulated lead armour cables
monitor, test and maintain our 11kV cables. Based on our . .
. ) « XLPE - cross linked polyethylene insulated power cables
current assessment, while failures do occur, from a cost-
benefit point of view these are not at a significant level to

warrant a scheduled 11kV cable replacement programme.

Table 7.81 11kV cable length by type

Cable type Length (km)
PILCA 1,529
XLPE 1,234
Others 2
Total 2,765
Figure 7.8.1 11kV cable age profile ® PILCA/Other @ XLPE
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7.8 Underground cables — distribution 11kV continued

7.8.3 Asset health
7.8.31 Condition

The condition of these cables are largely assessed by
monitoring any failures. Condition testing of a sample of
varying cable types and ages has been undertaken using
the partial discharge mapping technique. A limited amount
of partial discharge was noticeable in a few joints. However,
there were no major areas of concern. This indicates that our
cables are in good condition.

7.8.3.2 Reliability

In FY20, 11kV cable faults contributed to 18% of the total
SAIDI and 29% of the total SAIFI. In recent years, the
majority of failures have occurred in a joint section of the
cable and half of these are located in or near Christchurch’s

Residential Red Zone. Options for the future of Residential
Red Zone land are being explored with the community,
led by Christchurch City Council. In the meantime, we are
maintaining this network until its future is decided.

Our termination maintenance programmes have been
effective in keeping the failure numbers low. The number of
cable, joint and termination failures, excluding earthquakes,
is shown in Figure 7.8.3. ‘Others’ refers to vehicle collision
and weather related events where it caused a failure on

the underground to overhead termination located on a pole.
It also includes underground faults where the cause

is unknown.

Figure 7.8.2 Number of 11kV underground cable failures and the corresponding SAIDI and SAIFI

Faults per 100km
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* Source: PwC Electricity Line Business Information Disclosure Compendium 2015-2021

Figure 7.8.3 Cause of 11kV cable faults
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We have seen a downward trend in third party cable
strikes and other failure modes since 2014. This is due to a
combination of improved excavation compliance from third
party service providers, repair of earthquake damage being

FY18 FY19 FY20 FY21

completed and the proactive maintenance of susceptible
cable terminations. We believe the current number of failures
and performance is satisfactory. The majority of 11kV cable
failure is broken down to approximately 35% joint, 55% run
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7.8 Underground cables — distribution 11kV continued

of the cable and 10% termination. It appears that the 7.8.3.3 Issues and controls

underlying cause of failure could be due to joints reaching
end of life. ‘Run of the cable’ failure is due to harsh
environment, damaged from latent third party activity or
poor insulation quality.

Table 7.8.2 lists the common causes of failure and the
controls implemented to reduce the likelihood of
these failures.

Table 7.8.2 11kV cable failure control

Common failure cause  Known issues

Workmanship Termination and joint failures can occur due
to poor workmanship. It can lead to partial
discharge which if not detected can cause
explosive failure resulting in an outage
and possible safety and environmental
consequences

Third party activities Third parties can damage our cables while
undertaking civil works through either direct
contact damage or by causing improper
ground settlement through incorrect fill
material and compacting

7.8.4 Maintenance plan

We have programmes to address identified failure modes
of cables. These failure modes have been predominately
related to the terminations. Although failure rates are
beginning to decrease, increased service provider

costs mean our expenditure on this emergency work is
not reducing.

The maintenance plan is shown in Table 7.8.3.

Table 7.8.3 11kV cable maintenance plan

Control measures

Cable jointers are qualified, competent and
trained to install specific products.

Ultrasonic and partial discharge monitoring
of terminations in zone substations

Routine substation inspections identify failing
11kV terminations

We run a cable awareness programme
targeted at external service providers to
minimise the risk of cable disturbance while
digging in close proximity to network cables

Orange coloured sheath cables are installed
to allow easier identification

We undertake inspections during the laying
of cables

Proactive promotion to service providers of
cable maps and locating services

No joints are allowed within road intersections

Maintenance activity Strategy Frequency
MSU terminations Inspections of MSU terminations, reporting grease terms 6 months
and corona discharge
Diagnostic cable testing Partial discharge and Tan Delta testing Targeted ongoing
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78

An annual forecast of operational expenditure in the
Commerce Commission categories is shown in Table 7.8.4.

Underground cables — distribution 11kV continued

Table 7.8.4 11kV underground operational expenditure (real) — $000

FY23 FY24 FY25 FY26
Service 1,700 1,700 1,700 1,700
interruptions and
emergencies
Routine and 400 400 400 450
corrective
maintenance
and inspections
Total 2100 21100 2100 2,150

7.8.5 Replacement plan

Any significant cable replacements will be undertaken

as part of other works such as a reinforcement/switchgear
replacement project or a local authority driven underground
conversion project.

Some expenditure is forecast annually to allow for the
replacement of short sections (<100m) of 11kV underground
cable identified as being unreliable. These sections are
predominantly in earthquake damaged areas.

FY27 FY28 FY29 FY30 FY31 FY32 Total

1,700 1,700 1,700 1,700 1,700 1,700 17,000
450 450 450 450 450 450 4,350
2150 2150 2150 2150 2150 2150 21,350

Additional 11kV cables are installed as a result of the

following:

- reinforcement plans — refer to Section 6 — Network
development proposals

- conversion from overhead to underground as directed
by Christchurch City and Selwyn District Councils

« developments as a result of new connections and
subdivisions

An annual forecast of cable replacement capital
expenditure in the Commerce Commission categories is
shown in Table 7.8.5.

Table 7.8.5 11kV underground replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26
Distribution & 250 50 50 100
LV cables
Total 250 50 50 100

7.8.51 Disposal

Our asset design standards for underground cable contain
information on how to risk assess works in and around
potentially contaminated land, and mandates the use of
suitably qualified and experienced personnel to advise on
appropriate disposal options where required. Our network
specification details disposal requirements and options for
all work relating to excavations, backfilling, restoration and
reinstatement of surfaces.

FY27 FY28 FY29 FY30 FY31 FY32 Total
100 1,200 1,200 1,200 1,200 1,200 6,550
100 1,200 1,200 1,200 1,200 1,200 6,550
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Our 400V cable networkis 3,262km

and delivers electricity to street lights

and customer’s premises largely
in Region A.

7.9 Underground cables — distribution 400V

794 Summary

Our 400V cable network delivers electricity to street lights
and customer’s premises largely in Region A. We also have
around 60,000 distribution cabinets and distribution boxes
installed on our 400V cable network. Generally, this cable
network, cabinets and boxes are in good condition. We

are currently in the process of carrying out a supply fuse
relocation programme to increase safety for our customers
and the public.

Table 7.941 400V cable and street-lighting networks cable type

7.9.2 Asset description

The 400V underground asset class comprises two distinct
subsets: LV cables and LV enclosures.

LV cables
We have two groups of cables: distribution cables and
street-lighting cables as shown in Table 7.9.1. They are:

« Distribution cables — the earlier cables are of
paper/lead construction. PVC insulation was introduced
in 1966 to replace some PILCA cables. XLPE insulation
was introduced in 1974, mainly because it has better
thermal properties than PVC

« Street-lighting cables — approximately 60% of this cable
is included as a fifth core within 400V distribution cables

Cable type
PVC
PILCA
XLPE

Total

Street-lighting cable

Length (km)
601
387
2147
3135
2,804

Figure 7.91 LV cable age profile
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7.9 Underground cables — distribution 400V continued

LV enclosures
We have two groups of enclosures, see Table 7.9.2. They are:

« Distribution cabinets — these cabinets allow the system
to be reconfigured if each radial feeder is capable of
supplying or being supplied from the feeder adjacent to it.
There are two types: steel and PVC cover on a steel frame

- Distribution boxes — generally installed on alternate
boundaries on both sides of the street. Several types
of distribution box are in service and all are above ground.
The majority are a PVC cover on a steel base frame,
although some older types are concrete or steel

The age profile is shown in Figure 7.9.2.

Table 7.9.2 Distribution enclosure type

We inspect our
distribution cabinets
and boxes every

five years, with any
defects remediedina
subsequent contract.

Distribution enclosure type
Distribution cabinet
Distribution box

Total

Quantity
6,604
53,217

59,821

Figure 7.9.2 LV enclosures age profile
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7.9.3 Asset health
7.9.31 Condition

The vast majority of our distribution cabinets and boxes

are in good condition. We inspect our distribution cabinets
and boxes every five years, with any defects remedied in a
subsequent contract. We cannot readily inspect the condition
of the LV underground cables. Based on our assessments

of expected service life, fleet age and failure analysis we
estimate the overall condition of the LV underground cables
to be good.

31-35

26-30 21-25 16-20 11-15

Age

However, recent modelling of our LV networks has

indicated that some cables are operating above rated
capacity which can reduce asset lifespan. We have allocated
additional budget to upgrade our LV network cables in the
areas identified to relieve constraints. See Section 6.6.2.2
for details.
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7.9 Underground cables - distribution 400V continued

7.9.3.2 Reliability

We are not required to record SAIDI/SAIFI for our LV
networks. However, for prudent asset management and to
ensure we maintain an acceptable service to our customers
we collect performance data on our LV system. The number
of LV underground call-outs our service providers address
under emergency maintenance is shown in Figure 7.9.3.

Overall, our LV cable network performs well and we

are seeing a downward trend in incidents on our LV
underground cable. The other faults captured are mostly
faults with street lighting which is owned by the Christchurch
City Council. An Orion operator is normally called to attend
the site for faults with street lighting.

The majority of call-outs relate to third party damage and
service or network cable failures.

Figure 7.9.3 Cause of LV cable incidents
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7.9.3.3 Issues and controls

Table 7.9.3 lists the common causes of failure and
the controls implemented to reduce the likelihood
of these failures.

FY18 FY19 FY20 FY21

Table 7.9.3 LV cable network failure controls

Common failure cause  Known issues

Material degradation Quality of workmanship installing
cable joints and terminations

Historically many customer service
cables were connected directly to
the underground network cables by
way of a tee joint with the customer
protection fuses in their meterbox

Third party activities Third parties dig up and damage
our cables and road reconstruction

Control measures

Regular inspections. Cable jointers are qualified,
competent and trained to install specific products

For increased safety we have introduced a supply fuse
relocation programme where these fuses are moved
to newly installed distribution boxes on the property
boundary

Identified shallow conductors are addressed

Cable Digging Awareness Programme — A cable
awareness programme running in association with
external service providers to minimise the risk of cable
interruption for any digging in close proximity to the
network cable

New cable is now required to be installed with an orange
coloured sheath to allow easier identification

Extensive public safety advertising campaigns
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7.9 Underground cables — distribution 400V continued

7.9.4 Maintenance plan

Our scheduled maintenance plan is summarised in
Table 7.9.4 and the associated expenditure in the Commerce
Commission categories is shown in Table 7.9.5.

Table 7.9.4 400V underground maintenance plan

Asset Maintenance Description Frequency
Distribution cables Visual inspection of insulation on cable to overhead 5 years
terminations. Where insulation is degraded due to the effects of
UV light it is scheduled for rectification
Distribution enclosures Visual inspection programme of the above-ground equipment 5 years

and terminations. Major defects identified and scheduled for
rectification

Table 7.9.5 400V underground operational expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Service 1,600 1,600 1,600 1600 1600 1600 1600 1600 1600 1600 16,000
interruptions and
emergencies
Routine and 1,295 1,295 1,295 1,295 1,295 1,295 1,295 1,295 1,295 1,295 12,950
corrective
maintenance and
inspections
Total 2895 2895 2895 2895 2895 2895 2,895 2,895 2,895 2,895 28,950

7.9.5 Replacement plan

We have developed a programme to install distribution
boxes complete with fusing on the supply. This project

is programmed to be complete in 2027. We are also
upgrading our existing distribution cabinets to a more secure
design. Placeholders have been put in for end of life cable
replacement project for FY28 and beyond. It is expected that

due to EV take-up and the move to electrification of process
heat, we will need to complete end of life replacement of
both the LV and distribution networks by 2030, depending
on the rate at which New Zealand decarbonizes its economy.
A detailed breakdown of replacement expenditure in the
Commerce Commission categories is shown in Table 7.9.6.

Table 7.9.6 400V underground replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Distribution 520 520 520 570 1,970 2240 2,442 2,587 2,549 14,488
and LV cables
Other reliability, 10025 6,750 6,750 6,750 4,307 - - - - - 34,682
safety and
environment
Total 10,645 7,270 7270 7320 4,877 1970 2,240 2,442 2,587 2,549 49170

7.9.51 Disposal plan

Our asset design standards for underground cable contain
information on how to risk assess works in and around
potentially contaminated land, and mandates the use of
suitably qualified and experienced personnel to advise on

appropriate disposal options where required. Our network
specification details disposal requirements and options for
all work relating to excavations, backfilling, restoration and
reinstatement of surfaces.
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Switchgear contributes to our asset
management objectives by providing
capability to control, protect and
configure the electricity network.

710 Switchgear

7104 Summary

710.2 Asset description

Switchgear contributes to our asset management objectives In this section we discuss the types of circuit breaker and

by providing capability to control, protect and configure switchgear we install on Orion’s network.
the electricity network. Most of our switchgear is in good
condition and overall meeting our service level targets.

Circuit breakers

We manage the performance of the fleet through routine Circuit breakers are installed to provide safe interruption
maintenance and inspections. Our replacement programmes  Of both fault and load currents, for example, during power
manage an aging population of oil filled circuit breakers system abnormalities. They are strategically placed in
and other switchgear with a poor health index. Our MSU the network for line/cable, transformer and ripple plant
replacement programme continues to grow to manage the protection.

aging population.

Table 7101 Circuit breaker description by type

Voltage Type

66kV Circuit breaker
(zone substation)

33kV Circuit breaker
(zone substation)

1MkV Circuit breaker

1kV Line circuit breaker
(pole mounted)

Description

These are installed at zone substations predominately in outdoor switchyards.

The exceptions being Armagh, Dallington, Marshland, McFaddens, Lancaster

and Waimakariri zone substations where the ‘outdoor design’ circuit breakers have
been installed indoors in specially designed buildings. The majority of our 66kV
circuit breakers use SFg gas as the interruption medium.

A mix of outdoor and indoor. Those installed pre-circa 2001 are mainly outdoor
minimum oil interruption type. We are now moving from outdoor to indoor switchgear.

Where suitable we now install indoor metal clad circuit breaker switchboards.

These circuit breakers have the advantage of improved security and public safety.
Since 2018, installed indoor circuit breakers have been rated for full arc containment,
providing an increased level of safety.

Substation circuit breakers are installed indoors and used for the protection of primary
equipment and the distribution network. The older units use oil or SFs gas as an
interruption medium, while those installed since 1992 are a vacuum interruption type.
Circuit breakers installed since 2019 are rated for full arc containment, providing an
increased level of safety.

These have reclose capability. They are installed in selected locations to improve
feeder reliability by isolating a portion of the overall substation feeder.
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710 Switchgear continued

Table 710.2 Circuit breaker quantities by type

Voltage Asset Type
66kV Oil
SFe
33kV Oil
SFe
Vacuum
11kV Oil
SFe
Vacuum
Total
Most of our switchgear

isin good condition and
overall, are meeting our
service level targets.

Figure 7101 shows the age profile for our circuit breakers.
There is a large portion of aged 11kV circuit breakers and a
number of aging 33kV and 66kV circuit breakers.

Quantity
10
103

24

49
669
34
821
1,716

Figure 7.10.1 Circuit breakers age profile
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710 Switchgear continued

Switches

Switches are used to de-energise equipment and provide
isolation points so our service providers can access
equipment to carry out maintenance or emergency repairs.
The type of switches are described in Table 710.3.

Table 710.3 Switchgear description by type

Voltage

66kV
& 33kV

33kV
& 11kV

11kV

400V

Type

Substation
Disconnector (DIS)

Line Air Break
Isolator (ABI)
(pole mounted)

Line switch
(pole mounted)

Magnefix Ring
Main Switching Unit
(MSU)

Ring-main unit
(RMU)

Low voltage switch

Description

Disconnectors are used as isolation points in the zone substation switchyard

to reconfigure the substation bus for fault restoration, or for isolating plant for
maintenance. They are typically mounted on support posts or hang from an overhead
gantry. Historically we installed simple hand operated devices, but since 2016,

we have typically installed motor operated disconnectors which are safer, as the
operator can maintain a safe distance during switching.

These are installed on our rural overhead network and some have load break
capability. We no longer install new ABIs and have been replacing old ABIs with
line switches.

These units are rated at 630A with a vacuum load breaking switch. They are installed
to be operated on-site by hot-stick or remote operation. These switches are installed
when older ABIs are due for replacement.

MSU are independent manually operated, quick-make, quick-break design with
all live parts fully enclosed in cast resin. Normally all three phases are operated
simultaneously with a three phase bridge, but can be switched individually if
necessary. These switches are the predominant type installed in our 11kV cable
distribution network.

These units are fully enclosed metal-clad 11kV switchgear. They typically have
load-break switches and or vacuum circuit breakers. With motorisation and the
addition of electronic protection relays they can be fully automated. They may be
installed in a substation or outdoors. They are designed for arc fault containment,
which ensures a high level of safety in the rare event of asset failure.

Installed generally in distribution substations, these switches form the primary
connection between 11kV/400V transformers and the 400V distribution network,
giving isolation points and fusing capability using high rupturing current (HRC) links.
All new installations are of the DIN type instead of the exposed-bus (skeleton) and
V-type fuse design.
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710 Switchgear continued

Table 710.4 Switch quantities by type

Voltage Asset Type Quantity
66kV / 33kV Substation disconnector 321
33kV Line ABI 8
11kV Line switch 237
Line ABI 579

MSU 4,610

RMU 152
400V Low voltage switches 5,485

Total 11,392
Figure 7.10.2 Switchgear age profile ® 400V @ 33/66kV ® kv
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710.3 Asset health
710.31 Condition

Overall our circuit breaker fleet is in good working condition.
Methods of condition monitoring, for example, partial
discharge measurement has enabled us to detect defects

at an early stage. The line switches, ring-main units and

low voltage switches are generally in good condition.

A technical investigation on a sample of our MSU switchgear
in 2020 helped us better establish their end of life criteria
and expected life. The condition of our line ABIs on the
network is also good. However, some older types are
reaching the end of their reliable service life.

31-35

26-30 21-25 16-20 1-15

Age

A technical investigation
on a sample of our

MSU switchgear in

2020 helped us better
establish their end

of life criteria and
expected life.
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710 Switchgear continued

Figure 710.3 33kV / 66KV circuit breaker condition profile ® Poor Fair @ Good
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Figure 7.10.4 11kV circuit breaker condition profile ® Poor Fair ® Good
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710.3.2 Reliability

Switchgear contributes to our asset management objectives
by providing capability to control, protect and configure

the electricity network. Therefore, we strive for a good
performance due to the potentially serious consequences
of asset failure.

31-35  26-30

21-25 16-20 1-15 6-10 1-5

Age

Our approach for this asset class is to achieve a high level of
reliability, mitigate safety and environmental hazards, and to
avoid major failures. A summary of switchgear performance
by type is shown in Table 710.5.
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710 Switchgear continued

Table 710.5 Performance of switchgear

Voltage

66kV /
33kV

66kV /
33kV/
11kV

33kV

11kV

400V

Asset Type

Substation
disconnectors

Circuit breakers

Line ABI

Line switch

Line ABI

MSU

RMU

Low voltage
switches

Performance

Overall the performance level has been satisfactory. Some older disconnectors
are experiencing performance issues and have required servicing or repairs under
emergency maintenance. We will replace problematic units in this AMP period
through our replacement programme

The overall performance of our 33kV and 66kV circuit breakers is good.

Our SF; circuit breakers are aging and part of the aging process is weathering
of the gaskets. This causes the gaskets to harden which weakens their ability to
maintain a seal. We have initiated a maintenance programme to replace gaskets
and o-rings for our SFg circuit breakers

Overall, our 11kV circuit breaker fleet is providing satisfactory performance.

Our aging oil filled 11kV circuit breakers continue to provide reliable service, however
a failure of these assets could be catastrophic, with the potential to cause burns and
harm to the environment. We are phasing out all oil filled circuit breakers as they
reach their end of life. We replace oil filled 11kV circuit breakers with arc contained
vacuum circuit breakers. These require minimal maintenance and meet modern
performance, environment and safety standards

Our remaining units are routinely maintained and are most often performing reliably.
These are progressively being replaced by line switches to allow remote control
capability in preparation for a potential automatic power restoration system

These are relatively new to our network, performing well and no defects or failures
to date

One model of ABI is reporting a high failure rate due to faulty insulators. Refer to
Section 710.5.5 for the replacement programme. We are phasing out ABIs and prefers
to install line switches due to the remote operation capability and lower maintenance
requirements

These units are ageing but have performed reliably. Any failure is usually due to
secondary factors such as a cable termination failure. On average there has been two
failures per year. The failure rate has decreased slightly in recent years. Reasons for
failure are due to corrosion and faulty contacts.

Defects are identified by routine inspection and testing and rectified by either our
scheduled or reactive maintenance programme.

We have identified a safety risk where unfused MSUs may contribute to prolonged
clearance times for transformer and LV panel faults. We are addressing this issue
through our replacement programme

Apart from a small number of units that have experienced internal phase to earth
faults, the majority of our RMUs are performing well and are reliable. Most failures
in these units are usually due to secondary factors such as cable terminations and
are dealt with in our regular inspections and maintenance programmes

The older ‘skeleton’ type panels and switches have good electrical performance,
however, the exposed busbars create safety risks. We install additional barriers
to reduce the likelihood of inadvertent contact.

Some issues have become apparent with DIN type switches. These have generally
been related to overheating created by the quality of connection and installation.
We are addressing these in our maintenance programme and also targeted
replacement of our older exposed bus type where the opportunity arises
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710.3.3 Issues and controls

Switchgear continued

Switchgear failures are rare, but if they fail they have a

high potential to pose a safety risk to our staff and service
providers. Table 710.6 lists the common causes of failure and
the controls implemented to reduce the likelihood of these
failures. These controls enable us to maintain a safe, reliable,
resilient system and protect the environment as set out in
our asset management strategic drivers in Section 2.8.

Table 710.6 Switchgear failure controls

Common failure cause

Insulation deterioration

Breaker contact surface
degradation

Cable termination
degradation

Mechanical failure

Pests and vermin

Known issues

Aging insulation medium (e.g. oil), insulation
medium leakage (both oil and SFe) and
moisture in insulation medium

Insulation integrity has failed on a small
number of RMUs manufactured in 2014

MSU contacts in coastal areas are particularly
susceptible to corrosion

Aging and partial discharge from inadequate
clearance, condensation and contamination
and poor-quality terminations

Stiction of mechanism from prolonged
inactivity. Aging, wear and fatigue

Bird strikes on outdoor circuit breaker due to
insufficient clearances

Control measures

Partial discharge testing and monitoring
programme

Targeted reliability-based maintenance
programme

Repair and refurbishment if possible

Replacement if ongoing maintenance and
refurbishment is not economical or not
possible

The RMUs do not present a significant safety
risk to our people or public. The cause and
solution are still under investigation

Heaters are installed to prevent
condensation. Targeted maintenance
programme for coastal sites. Parts
replacement/refurbishment if possible
or economical

Partial discharge testing and monitoring
programme

Routine maintenance programme of cleaning,
repair and/or re-termination

Routine maintenance to prevent failure.
Repair if economical and spares available.
If not, then replacement is the only option

Planned replacement and design for sufficient
clearances

10 Year Asset Management Plan | Section7 | Managing our assets

213



710

Switchgear continued

710.4 Maintenance plan

We use both routine and reliability based inspection

and maintenance for our circuit breakers and switchgear.
The routine maintenance programme applies to all the assets
in this category. Reliability based programme is additional
inspection, testing and maintenance work targeted at assets

with poorer condition or reliability to maintain their
performance and mitigate against failure. Inspections, testing
and major maintenance are carried out at regular intervals

as shown in Table 710.7.

Table 710.7 Switchgear maintenance plan

Asset type

MSU

RMU

ABI

Disconnectors

400V
LV switches

Circuit
breakers

Line switches
and reclosers

Description

Scheduled inspection — check heater
operation, signs of PD, dust covers
fitted. Report defects or contamination
found.

Scheduled maintenance — MSUs near
the coast are routinely maintained

Inspect and report defects

Scheduled maintenance — clean, inspect
and lubricate moving parts and contacts.
Clean insulators, inspect terminations

Scheduled maintenance — clean, inspect
and lubricate moving parts and contacts.
Clean insulators, inspect terminations

Scheduled inspection — visual
inspection, and defect rectification

Scheduled inspection — inspect &
report defects

Non-intrusive survey of equipment
using online partial discharge detection
methods to identify insulation defects

Scheduled maintenance — clean and
lubricate moving parts, repair or replace
contacts, tripping tests, electrical
diagnostic tests, service or replace oil

Scheduled maintenance — exterior and
control relay are inspected annually.
Our SCADA provides initial indication
of problems

Inspection frequency

6 months

6 months

2 months (Zone)
6 months (Distribution)

Substations - no more than 6 months

All other LV - no more than 5 years

2 months (Zone)

6 months (Distribution)

Variable based on age, criticality &
defect history of the asset

12 months

Maintenance
interval

As required

4 years

As required

5 years

4 or 8 years

As required

4 or 8 years

8 years
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710 Switchgear continued

An annual forecast of operational expenditure in the
Commerce Commission categories is shown in Table 710.8.
The forecast is based on historical costs of maintenance
and repair. The assumptions for our forecast are:

« The volume of assets will remain approximately constant
over the forecast period, which already accounts for any
additional inspection and surveillance of our older circuit
breakers and switchgear

« The failure rate will remain constant

Table 710.8 Switchgear operational expenditure (real) — $000

FY23 FY24 FY25 FY26
Service interruptions 362 362 362 362
and emergencies
Routine and corrective 1,429 1369 1,339 1,359
maintenance and
inspections
Total 1,791 1731 1701 1,721

710.5 Replacement plan

We have a proactive replacement programme for our
switchgear where higher risk assets are replaced first.

On average we expect our circuit breakers to last 50 to

55 years. We have an ageing asset fleet for certain types of
switchgear and we balance replacing assets too soon with
our resource availability.

We prioritise replacement using a risk-based approach.

All circuit breakers have been reviewed based on several
factors such as safety, condition, performance, criticality and
operation.

Safety issues are given a high weighting to ensure protection
of the public, employees and service providers. Performance
and asset condition are considered on an individual basis
and are used to develop the replacement programme.

FY27 FY28 FY29 FY30 FY31 FY32 Total
362 362 362 362 362 362 3,620

1,369 1446 1431 1506 147 1,421 14,140
1731 1808 1793 1868 1833 1783 17,760

The criticality and location, i.e., zone substation, is also
considered and factored into the programme.

Older circuit breakers are normally replaced with a modern
equivalent, however in some cases they are replaced with a
high voltage switch if it is deemed suitable. The replacement
programme is regularly reviewed to consider the changing
requirements of the network.

66kV / 33kV circuit breakers

We analyse different scenarios/options for the replacement
programme to look at their impact on risk profiles. We
compare the health index profiles of the 66kV and 33kV
circuit breakers today with that expected upon completion
of the 10-year replacement and the do nothing scenario
(Figure 710.5).

Figure 7.10.5 33kV / 66KV circuit breaker health scenarios

Current

Do nothing (FY32)

Planned renewals (FY32)

0% 25%

« Do nothing scenario — as a means of comparison, we
looked at a theoretical scenario without a replacement
programme. This showed the risk of a major failure of
circuit breakers would increase. This poses a risk on
safety of personnel and environmental impacts, which is
unacceptable as it would breach a number of our asset
management objectives and service level targets.

® Poor Fair ® Good

50% 75% 100%

« Planned renewal scenario — shows the circuit breaker
health profile improves over the 10-year period as we
continue to replace the assets as they approach the end
of their reliable life. This health profile also includes asset
replacement driven by network growth.
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710 Switchgear continued

11kV circuit breakers

The scenario in Figure 710.6 represents the health
comparison of our current versus future 11kV circuit breaker
fleet. We have a large population of older oil filled circuit
breakers due for renewal over the AMP period. Their
replacement is an appropriate response to minimise the
potential safety risks of ageing 11kV circuit breakers.

The small proportion of “planned renewals” that are shown
as poor health present a relatively low risk and will be
replaced just outside of this AMP period.

During the past 12 months we completed 11kV circuit
breaker replacement at Oxford-Tuam zone substation.

Over the next 12 months we plan to complete 11kV circuit
breaker replacement at our Heathcote zone substation and
commence 11kV circuit breaker replacement at Hawthornden
zone substation. We also have an ongoing circuit breaker
replacement programme for our distribution circuit breakers.
These are usually replaced with RMUs or MSUs. In the

next 12 months we plan to carry out replacement at five
distribution substation sites.

Figure 710.6 11kV circuit breaker health scenarios

Current

Planned renewals (FY32)

0% 25%

66kV / 33kV substation disconnectors

For these assets, we observe condition and risk scenarios
with CBRM modelling. Older wedge type disconnectors can
have alignment issues, so we are prioritising replacement
of these to lower maintenance requirements and improve
operational performance.

33kV line ABI

Our small population of 33kV ABI are progressively being
replaced by line switches. Replacement is based on their
condition and criticality, but it is planned to be a steady
number over the next four years.

11kV line ABI

As ABIs reach their end of life we are replacing these with
vacuum line switches due to their superior reliability, lower
maintenance requirements, safer operating capability and
the ability for remote operation and fault detection which
can improve restoration times.

® Poor Fair Good

50% 75% 100%

11kV switchgear

MSU replacement is based on a combination of age and
risk. The aged based replacement targets MSUs that are
near end of life and, risk-based replacement targets unfused
MSUs that won'’t provide adequate arch flash protection

in the event of an LV flash over. Over half of the unfused
MSUs will be replaced in the next 10 years. The age-based
replacement rate will increase over the next two years to
maintain the health and risk profile. We will also continue to
replace our oil switches for safety reasons.

Low voltage switch

Some of the older exposed bus type LV switches associated
with unfused MSUs have been identified that the low voltage
arc flash incident energy presents a serious hazard. We have
a targeted programme to replace these units to mitigate

the risk. Other LV switches that are in poor condition will

be replaced as part of the switchgear renewal works. It is
anticipated that the replacement rate of LV switches will
increase over the next two years and remain constant for
the remainder of the 10 year period.

An annual forecast for our replacement capital expenditure
in the Commerce Commission categories is shown in
Table 7.10.9.
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710 Switchgear continued

Table 710.9 Switchgear replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29
Subtrans- 30 30 30 - - - -
mission
Zone 3,338 389 1,288 5384 6,255 2,707 910
substation
Distribution 6,424 7134 7,673 8,748 913 10,567 10,967
switchgear
Total 9792 7553 8,991 14132 15,368 13,274 11,877

710.5.1 Disposal

Our Hazardous Substances procedures detail the disposal
requirements for substances such as switchgear oil.
These procedures also mandate the prompt reporting

of any uncontained spillage and disposal of hazardous
substances, which allows us to document the details of
spillage and disposal quantities.

We also have procedures for the environmental management
and disposal of Sulphur Hexafluoride (SFe).

FY30 FY31 FY32 Total
- o - 20
2,922 1,660 1,053 25,906
11,512 11,987 12,229 96,354
14,434 13,647 13,282 122,350
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We have 81 power transformers
installed at zone substations,
ranging from 2.5MVA to 60MVA.

711 Power transformers and voltage regulators

7111 Summary

We have 81 power transformers installed at zone
substations ranges from 2.5MVA to 60MVA. Our oldest

transformers are ex-Transpower single phase transformers, o u r o l d eSt tl’a nSfOl'merS

which we plan to replace in this AMP period due to their

age and condition. We also have 15 regulators installed are the ex-Tra nspower
on the network to provide voltage stability which are in si ngle phase

good condition. We have forecast to refurbish several power

transformers over the AMP period to ensure they continue tra r\Sformel’S, Wh ich

their reliable service in the future.

711.2 Asset description we plan to replace in
Transformer this AMP period due to

Power transformers are installed at zone substations to . ..
transform subtransmission voltages of 66kV and 33kV to a thel r age a nd cond ition.
distribution voltage of 11kV. They are fitted with on-load tap
changers and electronic management systems to maintain
the required delivery voltage on the network. All our
transformer mounting arrangements have been upgraded
to current seismic standards, and all transformers have had
a bund constructed to contain any oil spill that may occur.

Table 7111 Power transformer quantities by type

Nameplate Rating MVA 66kV 33kV
Quantity Quantity

30/60 2

34/40 5

30/36 (19 Banks) 2 (6)

20/40 26

20/30 2

11.5/23 13 6

10/20 4

7.5/10 6 8

7.5 6

25 1

Total 56 (59) 25
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Our power transformer age profile is shown in Figure 711.1.
The useful life of a transformer can vary greatly. Our
transformers often operate well below their nominal capacity
which can lengthen their effective operating life.

Power transformers and voltage regulators continued

We test and maintain our power transformers annually

to ensure satisfactory operation. Some transformers are
also refurbished to ensure we achieve the expected asset
life of at least 55 years. Some of our older transformers
are scheduled for replacement later in this AMP period

— see Section 711.5.

Figure 7.11.1 Power transformer age profile
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Regulators

Our 11KV line voltage regulators are installed at various
locations to provide capacity via voltage regulation.

We use a wide range of ratings to cater for different load
densities within our network. All regulators are oil-filled,
with automatic voltage control by an on-load tap changer
or induction. The quantities are listed in Table 7.11.2 and the
age profile is shown in Figure 711.2.

Our transformers

often operate well below
their nominal capacity
which can lengthen their
asset life.

Table 711.2 Regulator quantities by type

Manufacturer Nameplate rating MVA Quantity
AEI 20 3
Siemens 4 il
Turnbull & Jones 1 1
Total 15
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711 Power transformers and voltage regulators continued

Figure 7.11.2 11kV regulator age profile
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711.3 Asset health
711.31 Condition

Power transformers

The condition profile in Figure 711.3 shows that most of
our transformers are in good condition. This is in part due
to refurbishments we have completed on many of our
older power transformers. There are a small number in
poor condition. These are single phase bank transformers
at Addington substation. Our strategy to address these
transformers is discussed in Sections 711.4 and 7.11.5.

Figure 7.11.3 Power transformer condition profile ® Poor Fair ® Good
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711 Power transformers and voltage regulators continued

Regulators

Three 20MVA regulators at Heathcote zone substation are
an older design. Two of these have been refurbished and
are working satisfactorily. The condition of the other 20MVA
regulator is fair and it needed repairs to the tap-changer

in 2020. We will monitor the condition of this regulator

to determine whether refurbishment or replacement is
necessary in this AMP period.

Our fleet of 4MVA regulators is routinely maintained. While
the transformer windings are still in good condition we have
found some early wear out issues with the tap-changers.
We have also had difficulty obtaining some spare parts.
Over the next 12 months we will look at options to maintain,
refurbish or replace some of these units.

711.3.2 Reliability

We design for N-1transformer capability in most situations
and plan to attain a high level of reliability and resilience
from this asset. The contribution of SAIDI from these assets
is very low indicating that broadly, our current inspection,
maintenance, and renewal strategies are effective.

We continue to assess defects and failures to continually
improve our maintenance practices.

711.3.3 Issues and controls

Table 711.3 lists the common causes of failure and the
controls implemented to reduce their likelihood.

We design for N-1
transformer capability in
most situations and plan
to attain a high level of
reliability and resilience
from this asset.

Table 711.3 Power transformer and regulator issues and control measures

Common failure cause Known issues

Insulation failure Heat
Moisture
Lightning

Mechanical failure Tap changer

Material degradation Corrosion

Deterioration of enclosure
gaskets can lead to
moisture ingress

Control measures

Transformers are normally operated substantially below
their maximum thermal capability. Transformer temperatures
are monitored.

Testing of oil in the transformer is used to determine
paper degradation.

New transformers have thermally uprated papers
Regular monitoring of the moisture in the oil

Condition the oil to remove moisture (Trojan machine)
Surge arrestors fitted to overhead lines and switchyards

We specify vacuum tap changers for new power
transformers as they are essentially maintenance free.
Qil tap changers are regularly maintained

Routine inspections and maintenance programme.
The tank and cooling fins are repainted as part of the
refurbishment programme

Gaskets are replaced in refurbishment programme
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711 Power transformers and voltage regulators continued

711.4 Maintenance plan

Our maintenance activities shown in Table 7.11.4 are driven
by a combination of time-based inspections and reliability

centred maintenance.

Table 711.4 Power transformer maintenance plan

Maintenance activity

Inspection

Shutdown service

Oil diagnostics

Oil treatment

Tap changer maintenance

Level 1and 2 electrical
diagnostics

Strategy

Minor visual inspection and
functionality check

Detailed inspection and
functional check

DGA and oil quality tests

Online oil treatment to
reduce moisture levels

Intrusive maintenance and
parts replacement as per
manufacturer’s instructions

Polarisation index and DC
insulation resistance

DC Winding resistance,
winding ratio test

711.41 Power transformer refurbishment

Our programme for the refurbishment of ageing transformers

ensures we achieve the expected life of the asset. Where

it is economic, we carry out half-life maintenance of power
transformers to extend their working life and in doing so we
improve service delivery and defer asset replacements. This
efficiency improvement delivers on our asset management
strategy focus on operational excellence. Our customers
benefit from our prudent asset management through
assurance of service delivery and deferred investment.

Table 711.5 Power transformer and regulator operational expenditure (real) — $000

Routine and corrective
maintenance &
inspection

Asset replacement
and renewal

Total

FY23 FY24 FY25 FY26

265 265 285

326 = 326

591 265 611

Regulator

6 months

4 years

4 years

4 years

4 years

4 years

Frequency

Power transformer

2 months

Annual

Annual

2 years or more often
as required

4 years for oil

8 years for vacuum

4 or 8 years

The annual forecast of power transformer and regulator
operational expenditure in the Commerce Commission
categories is shown in Table 711.5. Our forecasts are based
on our assessment of transformer age, condition, and

technical and financial feasibility.

FY27 FY28 FY29
275 275 275

326 326 326

601 601 601

FY31 FY32 Total
275 275 2,810

= = 2,155

275 275 4,965
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711 Power transformers and voltage regulators continued

711.5 Replacement plan

Our current replacement programme targets end of life zone
substation power transformers. The programme as shown

in Table 7.11.6 prevents failure rates and risk from materially
increasing above current levels.

Table 711.6 Power transformer replacement plan

Zone substation Details Financial year planned

Addington Replace T6 and T7 transformer banks. This transformer replacement FY27/FY28
timing is dependent on a wider network and site strategy to rationalise
assets at the substation

Figure 7.11.4 shows the current condition and 10-year proposed programmes. The ‘planned renewals’ is a targeted
condition projection for the two scenarios. ‘Do nothing’ is a intervention that takes into account the asset’s condition
hypothetical scenario where no transformers are proactively and the timing of other related works to produce efficient
replaced or refurbished. This unrealistic scenario is provided and economic outcomes.

as a benchmark to assist in visualising the benefits of the

Figure 7.11.4 Power transformer health scenarios ® Poor Fair ® Good

0% 25% 50% 75% 100%
Figure 7.11.4 shows that the planned renewal scenario proposed programme mitigates a substantial deterioration
improves the overall condition scores of our transformer in asset condition. An annual summary of power transformer
fleet. This is due to our ongoing refurbishment programme and regulator capital expenditure in the Commerce

and replacement of our end of life single phase transformers. Commission categories is shown in Table 711.7.
Comparing with the ‘do-nothing’ scenario shows that the

Table 711.7 Power transformer and regulator replacement capital expenditure (real) — $000
FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Zone substation 20 - - - 1,480 2,396 - - - - 3,896

Total 20 - - - 1,480 2,396 - - - - 3,896

10 Year Asset Management Plan | Section7 | Managing our assets 223



Ik
Ik
Ik

We have more than 11,000 distribution

transformers installed on our network
to transform the voltage from 11kV to
400V for customer connections.

712 Distribution transformers

71214 Summary

We have more than 11,000 distribution transformers installed
on our network to transform the voltage from 11kV to 400V
for customer connections. They range in capacity from 5kVA
to 1,500kVA. The performance of our distribution transformer
fleet is good. We continue to maintain and replace our
distribution transformers in accordance with our standard
asset management practices.

712.2 Asset description

Distribution transformers fall into two main categories: pole
mounted or ground mounted. Pole mounted transformers
range in rating from 15kVA — 300kVA. With new installations
we limit pole-mount transformers to no bigger than 200kVA
for safety reasons. Ground mounted transformers range in
rating from 5kVA to 1,500kVA. These are installed either
outdoors or inside a building/kiosk. Table 7121 shows the
transformer quantities categorized by rating, and an age
profile can be found in Figure 712.1.

Table 74241 Distribution transformer quantities by type

Rating kVA Ground mount Pole mount
Quantity Quantity
5-100 563 5,942
150-500 4,349 37
600-1000 609
1250-1500
Total 5,553 6,313
Figure 71241 Distribution transformer age profile ® Ground mounted @ Pole mounted
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742  Distribution transformers continued

712.3 Asset health
712.341 Condition

As it can be seen in Figure 712.2 our ground mounted
distribution transformers are in good condition and are
inspected on site every six months. The condition of the
pole-mounted transformers varies depending on their
age and location. They are only maintained, if this is
considered appropriate, when removed from service
for other reasons.

Our ground mounted
distribution
transformers arein
good condition and
are inspected on site
every six months.

Figure 7.12.2 Distribution transformer condition profile
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712 Distribution transformers continued

712.3.2 Reliability

The failure rate and contribution of SAIDI/SAIFI from
distribution transformers is very low indicating that broadly,
our current inspection, maintenance, and renewal strategies
are effective. We continue to assess defects and failures, and
assess our maintenance practices.

712.3.3 Issues and controls

Table 712.2 lists the common causes of failure and the
controls implemented to reduce the likelihood of these
failures.

Table 7412.2 Distribution transformer failure controls

Common failure cause Known issues

Insulation failure Heat

Lightning

Material degradation
enclosure seals

Corrosion

712.4 Maintenance plan

Our maintenance activities are driven by a combination of
time-based inspections and reliability centred maintenance.
Ground mount transformers receive regular inspections to
ensure safe and reliable operation of our assets. Some on-
site maintenance is carried out on transformers which are
readily accessible from the ground. This work mainly relates
to those within building substations that require maintenance
as identified during inspection programmes.

With the exception of the building substation transformers,
distribution transformers are normally maintained when
they are removed from the network for loading reasons or
substation works. Their condition is then assessed

Moisture ingress due to deterioration of

Control measures

Maximum demand of larger ground mount
transformers are regularly checked and
replaced if overloading occurs

Surge arrestors fitted at cable terminations
to the lines

Inspection, refurbishment and replacement
programme

on a lifecycle costs basis and we decide, prior to any
maintenance, whether it would be economic to replace them.
If we decide to maintain them they will be improved to a
state where it can be expected the transformer will give at
least another 15 to 20 years of service without maintenance.
This maintenance programme is shown in Table 712.3.

Table 712.3 Distribution transformer maintenance plan

Maintenance activity Strategy

Inspection

Visual inspection checking for damage to the

transformer including cracked or damaged
bushings, corrosion, unsecured covers, signs
of oil leakage, paintwork. Minor repairs to
ground mount transformers as necessary

Workshop service

Detailed inspection and testing, assess and
repair defects if economic to do so

Frequency
Pole mount Ground mount
5 years 6 months
As required As required
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712  Distribution transformers continued

An annual forecast of our operational expenditure on
distribution transformers in the Commerce Commission
categories is shown in Table 712.4. Note that the forecast
for emergencies also includes servicing power transformers
and regulators.

Table 712.4 Distribution transformer operational expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Service interruptions 232 232 232 232 232 232 232 232 232 232 2,320
and emergencies

Routine and corrective 450 450 450 450 450 450 450 450 450 450 4,500
maintenance and
inspections

Total 682 682 682 682 682 682 682 682 682 682 6,820

712.5 Replacement plan

Transformers taken out of the network due to capacity
changes or faults are replaced where repair or maintenance
proves uneconomic. An allowance has been made in the
replacement budget to cover this. An annual summary of our
distribution transformer replacement capital expenditure in
the Commerce Commission categories is shown in

Table 712.5.

Table 712.5 Distribution transformer replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Distribution 212 2,466 2,346 2,868 2,468 3,341 3,151 3,331 3,460 3,427 28,970
substations and
transformers
Total 2112 2,466 2,346 2,868 2,468 3341 3151 3,331 3,460 3,427 28,970

712.51 Disposal

Our network specification for distribution transformer
maintenance mandates the disposal of transformers where
they are beyond economic repair. The recommendation

to dispose is made by our service providers and must be
approved by Orion.
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Protection systems are installed to
provide automatic control to elements
of our network and to protect it during
power system faults.

713 Protection systems

71431 Summary

Our protection system consists of Intelligent Electronic
Devices (IED), electromechanical relays and analogue
electronic devices. Overall our protection system equipment
is performing well and meeting our service target levels.

The main issues are due to asset ageing or obsolescence
in equipment support, parts and function.

The reliability of the protection system is inherent in
fulfilling our objectives of maintaining personnel safety
and system reliability.

Protection system upgrades/replacement is most cost
effective if linked to the associated switchgear replacement.
For this reason, our protection system replacement
programme is influenced by the volume and schedule of
our switchgear replacement.

713.2 Asset description

Protection systems are installed to provide automatic
control to elements of our network and to protect it during
power system faults. The protection relays we use on our
network are either electro-mechanical devices, or modern
microprocessor-based intelligent electronic devices (IED).
IEDs provide protection, control and metering functions
integrated into a single device. The introduction of IEDs has
allowed us to reduce costs by improving productivity and
increasing system reliability and efficiency.

Table 7131 Relay types

Relay type Quantity
Electro-mechanical 1,036
Micro-processor based (IED) 1,751
Total 2,787
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713  Protection systems continued

713.3 Asset health
713.341 Condition

The factors that go into evaluating the protection relay
health index are predominately the age but also include
make/model reliability and obsolescence factors.
Figure 7131 shows the health index profile against the
age of our protection assets.

The health profile shows that most of the protection
relay population is healthy. A smaller proportion of

our population have health indices in the ‘Fair’ range.
This reflects the phase of their life when the probability
of failure is increasing and requires active consideration
of their replacement. These ‘Fair’ health index relays are
mostly types with known problems or ageing
electromechanical types.

We believe the levels we are achieving are appropriate
as Orion is delivering on its asset management objectives
and service level targets. It also is consistent with our

risk appetite. Our intention with our maintenance and
replacement programmes is to maintain our current asset
condition and service levels.

Figure 713.1 Health index profile of protection assets ® Poor Fair Good
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743  Protection systems continued

713.3.2 Reliability

Overall, Orion’s protection systems are meeting our asset
management objective to protect people and assets and to
avoid unintentional outages due to protection system failure.

Our older electromechanical relays are still performing
satisfactorily. This technology is employed in short urban
feeders that require relatively simple protection functions.
The risks from failures are low due to these segments of
the network having good backup supply and protection.
However, as the associated switchgear comes to the end
of its service life we take the opportunity to replace these
relays with more advanced modern systems.

Overall our IED relays are performing well. The main
issue with our protection system is around the ageing or
obsolescence of equipment, support, parts and function.
As the relays age, their reliability diminishes.

713.3.3 Issues and controls

Protection failure can lead to longer fault durations with
further potential for asset damage, larger outages and injury
to our people and the public. Protection failure can also
cause spurious tripping leading to unwanted isolation of
circuits impacting our reliability. Table 713.2 lists the common
causes of failure and the controls implemented to reduce the
likelihood of these failures.

Table 7413.2 Protection system failure controls

Common failure cause Known issues

Electrical failure Ageing

Loose wiring and termination

Functional failure Ageing and obsolescence

Firmware and/or software

Mechanical

failure (especially
electromechanical
relays)

Ageing and obsolescence

Vibration or drift out of set point

Chewed cables Pest and vermin

713.4 Maintenance plan

We carry out regular inspections of our protection systems
including a visual inspection, display and error message
checking and wiring and termination conditions. Protection
systems are checked for calibration and operation as part
of the substation maintenance/testing rounds.

The frequency of inspection and maintenance/testing of
our protection system is dependent on the location.

The frequency of zone substation maintenance is typically
set by the installed primary asset type’s insulation medium
within the circuit breakers and power transformer tap

Control measures

Repair if economical and product still supported by
manufacturer or spares available. If not, replacement
is the only option

Regular inspection and testing

Repair if economical and product still supported by
manufacturer or spares available. If not, replacement
is the only option

Up to date and stable firmware upgrades. Regular testing

Repair if economical and product still supported by
manufacturer or spares available. If not, replacement
is the only option

Regular testing and calibration

We have vermin proofed building entries and installed
vermin traps in zone substations

changer. IED protection systems, which are generally paired
to vacuum circuit breakers are thoroughly tested and
maintained every eight years. Older generation protection
systems which are paired to oil circuit breakers are tested
and maintained every four years. Protection systems that
interact with GXP protection systems are tested every

four years. The frequency of inspection and maintenance
by location is shown in Table 713.3.
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713  Protection systems continued

Table 713.3 Protection maintenance plan

Location

Zone substations

Distribution substations

Line circuit breaker

All 11kV trunk feeder sites

Task

Inspection — check relay flags
Protection testing

Inspection — check relay flags
Protection testing

Inspection — check relay flags

Protection testing

Unit protection testing

Frequency
2 months

4 or 8 years
6 months

8 years
Annual

8 years

4 years

Based on analysis of failure rates, efficiency of fault detection

and maintenance service provider costing, we forecast a
stable ongoing option for maintenance work volume similar

Table 713.4 Protection operational expenditure (real) — $000

FY23 FY24 FY25 FY26

Service interruptions 412 412 412 412
and emergencies

Routine and corrective 490 470 470 510
maintenance and
inspections

Total 902 882 882 922

713.5 Replacement plan

When we replace protection systems, we review options
around the best device to use, their function, standardisation
of design and how it fits into the immediate network.

Although we use the CBRM model to help guide our
protection system replacement, a large portion of our relay
replacements are still linked to our switchgear replacement
programme. Replacement in conjunction with end of life
switchgear is economical and efficient in terms of cost and
timing for outages. This is especially true for our ongoing
work of migrating our older electromechanical devices to
modern IEDs. The timing for replacement of our older IED
relays does not necessarily coincide with the associated
switchgear as IEDs have a lifecycle of 15-20 years compared
to a lifecycle of 50 years for switchgear.

to our previous years. An annual forecast of operational
expenditure on protection systems is shown in Table 713.4
in the Commerce Commission categories.

FY27 FY28 FY29 FY30 FY31 FY32 Total

412 412 412 412 412 412 4120

490 490 490 510 490 490 4,900

902 902 902 902 902 902 9,020

Where 1st generation IEDs are due for replacement at

zone substations we upgrade the protection to our current
standards and install arc flash detection. This reduces the
risk of injury to our staff and contractors. The timing can also
coincide with any other related work to be undertaken at
those sites to reduce outages and more efficient usage of
contracting resources.

The replacement expenditure in the Commerce Commission
categories is shown in Table 713.5.

Table 713.5 Protection capital expenditure (real) — $000

FY23 FY24 FY25 FY26

Zone substation 3152 1,820 383 2174
Distribution 323 187 17 162
switchgear

Total 3,475 2,007 500 2,336

FY27 FY28 FY29 FY30 FY31 FY32 Total
1,594 780 854 2,450 903 2,578 16,688
210 83 136 287 77 55 1,637

1,804 863 990 2,737 980 2,633 18,325
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Our 1,076km of communication cables
are predominantly multi-twisted-pair
copper cables located in Region A.

714 Communication cables

7141 Summary

Communication cables are primarily used for SCADA, ripple
control, metering and other purposes in addition to their
original function of providing unit protection communications.
These cables are in good condition and we have no specific
maintenance or proactive replacement plan at this stage.
The majority of our existing communications cables are
multi-twisted-pair copper which is an older communications
technology. When we require new communications routes
associated with subtransmission cables or lines we now
generally install fibre optic cables in ducts.

714.2 Asset description

Our 1,076km of communication cables are predominantly
multi-twisted-pair copper cables located in Region A. Most
are armoured construction. They are laid to most building
substations and are used for Unit Protection communications
(pilot wire), SCADA, telephone, data services, ripple control
and metering.

We install fibre optic communications cables, laid in ducts
with all new subtransmission power cables. We also share
Transpower’s existing fibre-network ducts which provide us
with fibre routes between our Control Centre at 565 Wairakei
Rd and our zone substations. These fibre routes provide both
protection signalling for various 66kV circuits, plus SCADA
and other data communications.

When we require

new communications
routes associated with
subtransmission cables
or lines we now generally
install fibre optic cables
inducts.

The most common and effective differential protection uses
multi-twisted-pair communication cables for end-to-end
measurement of electrical parameters on the protected
section of cable. As new lengths of primary network cable
are laid, a communication cable is laid with the electrical
power cable.

The age profile of our communication cables is shown
in Figure 714.1. The average age of these cables is 42.

Figure 7141 Communication cables age profile
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714 Communication cables continued

714.3 Asset health 714.4 Maintenance plan
The overall condition of our communication cables is No specific maintenance plan is employed for the
good. A common failure point on the copper twisted-pair communication cables at this stage, but circuits that are
communication cables is the joints. These joints are epoxy used for Unit Protection communication are routinely tested.
filled and have two modes of failure, they are: Any identified issues are addressed as part of protection
« The epoxy used in the old filled joints overtime becomes maintenance at this stage.
acidic and eats away the crimp joints leaving the cables A forecast of the annual operational expenditure on our
open circuited communication cables in the Commerce Commission
. Ground movement allows moisture ingress due to the categories is shown in Table 714.1.

inflexible nature of the epoxy.

Table 7141 Communication cables operational expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Service interruptions 20 20 20 20 20 20 20 20 20 20 200
and emergencies

Routine and corrective 100 100 100 100 100 100 100 100 100 100 1,000
maintenance &
inspection

Total 120 120 120 120 120 120 120 120 120 120 1,200

714.5 Replacement plan

Renewal of communication cables is based on condition budget is based on a historical average. The replacement
results from tests carried out during the installation and expenditure in the Commerce Commission categories is
commissioning of other works. The expenditure is currently shown in Table 714.2.

volatile due to this reactive nature of replacement so our

Table 714.2 Communication cables replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Other network assets 60 60 60 60 60 60 60 60 60 60 600

Total 60 60 60 60 60 60 60 60 60 60 600
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Our communication systems
enable us to operate our network
and deploy our people efficiently,
and help us to reduce the impact of
faults on customers.

715 Communication systems

7151 Summary

Our communication network is made up of voice and

data systems which provide an essential ancillary service
assisting with the operation of our distribution network, and
communication with our customers. These systems provide
contact between our Control Room and operating staff and
service providers in the field, and remote indication and
control of network equipment. Our communication systems
enable us to operate our network and deploy our people
efficiently, and help us to reduce the impact of faults on
customers.

These systems are in good condition and performing
well. Additional control of the high voltage network and
monitoring of the low voltage network is taking place.
We have started to upgrade our analog radios to digital.
This will provide us with significantly increased signal
coverage in remote areas of the network.

We have started to
upgrade our analog
radios to digital.

This will provide us
with significantly
increased signal
coverage in remote
areas of the network.

715.2 Asset description

715.21 Voice communication system

Our voice communication system is made up of three
different sub-systems:

VHF analogue radio — installed in vehicles and hand-held
portable units. These operate via Linked VHF hilltop radio
repeaters.

Private telephone switch — a telephone network split
between the transportable data centres, connecting to the
main telco network from both locations.

Public cellular networks — not owned by Orion, we
use these public networks for mobile voice and data
communications.

To increase resilience, our out of office cellular site
is directly connected to the Christchurch cellular
switching node.
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715 Communication systems continued

715.2.2 Data communication system

Our data communication system is made up of five different Table 715.2 shows the quantities of these assets by type.
network or sub-systems providing data communications to

network field assets, protection for main power feeds and

general data communications to business mobile devices.

These systems along with a description of each can be found

in Table 7151.

Table 715.1 Data communication systems description

Asset Nominal asset life
SCADA analogue communication Used for serial communication to a small number of urban substations.
copper cable network Installed in dedicated pairs with one modem at the remote site connected

to a remote terminal unit (RTU) and its pair at a zone substation connected
to the Internet Protocol (IP) network via terminal servers. This system is due
for replacement due to obsolescence.

SHDSL IP system Used for point-to-point IP links and protection between substations
utilising private copper communications where available. Various urban
links are arranged in four rings to provide full IP communication redundancy
to each substation. This system is fully protected against Earth Potential Rise
(EPR) voltages.

UHF IP and protection radio system Utilise high spectral efficiency radios operating in licensed UHF bands.
These radios are used for point-to-point and point- to-multipoint where they
utilise base stations located at hilltop sites.

Fibre communications system Provide IP and protection signalling. Fibre is typically laid with all new
sub-transmission cables and provides high speed communications paths
between our SCADA, engineering network IP and corporate office.

Public cellular network Operated with in a private access point name (APN) gateway provided by
commercial providers. A number of our 11kV regulators, diesel generators,
pole top switches and reclosers and various power quality monitors are
connected to this system. This network also supports all our mobile devices
and data connectivity to our vehicles.

Table 715.2 Communication component quantities by type

Asset Quantity

Cable modems 160

Voice radios 650 (includes Orion service providers’)
Cellular modems/HH PDA’s 323

IP data radios 327

Radio antennae 327

Antenna cable 530

Communication masts 55
Routers/switches 56

Telephone switch 2
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715

715.3 Asset health

715.31 Condition

Our IP based equipment is on average no older than eight
years and is in good condition. We have replacement
programmes in place to replace technologies nearing the

end of life.

745.3.2 Reliability

Communication systems continued

715.3.3 Issues and controls

failures.

The SCADA IP network is very fault tolerant and can in
many cases withstand multiple link failures without losing
significant connectivity. This is because we have configured
it in a mix of rings and mesh with multiple paths to almost all
zone substations and major communications nodes.

Table 715.3 Communication systems failure controls

Table 715.3 lists the common causes of failure and the
controls implemented to reduce the likelihood of these

Common failure
cause

Infrastructure
component failure

Systemic failure

Cyber security
threats

Reliance on public
cellular providers

Known issues

Malicious damage (shooting antennae)
Weather damage (wind, snow)
Lightning strike

Power supply failures on radio units and
base stations

Human error

Interference from third party equipment

Rogue firmware updates

Because of the use of industry standard
hardware and protocols, the external IP network
is exposed to Cyber Security threats which
include the possibility of unauthorised persons
accessing the communication network from a
substation and remotely operating, or modifying
the settings, of equipment at other substations

Our experience is that the public providers have
different business drivers than our own when
operating in a Disaster Recovery mode

Control measures

Resilient infrastructure and lifecycle
management

Diversity of data/signal paths (rings)

Octal Small Pluggable Format (OSPF)
routing protocol (functional self-healing)

Spares

Training / certification

Change Management

Diversity of data/signal paths (rings)
OSPF routing protocol (functional self-healing)

Use of Licensed spectrum

Device passwords

Change management / testing

To mitigate this risk we have configured
communication firewalls at zone substations
and installed a centralised security system
which logs and controls access to the network

We closely monitor developments in private
cellular network technology and other
developments in this communication space
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715 Communication systems continued

715.4 Maintenance plan

Regular inspections are carried out to ensure reliable operation
of the communication systems. The plan is described in

Table 715.4 and the associated expenditure in the Commerce
Commission categories is shown in Table 715.5.

Table 715.4 Communication systems maintenance strategy

Asset Maintenance activities / strategy Frequency

Cable modems No preventative maintenance, replaced if faulty, SHDSL modems are As required
continuously monitored with faults attended to as soon as detected.

Voice radios
No preventative maintenance, replaced if faulty. As required
Cellular modems / HH PDAs

IP data radios The performance of our UHF stations used to communicate with the As required
SCADA equipment is continually monitored with faults attended to as
soon as detected.

Radio antenna No preventative maintenance, replaced if faulty, radio links are As required

continuously monitored with faults attended to as soon as detected.
Antenna cable

Communication masts Visual inspection as part of substation inspection 2 months

Targeted inspections are performed on masts affected by the effect Annually
of winds in the lee of mountains, the lee air effect

Routers / switches No preventative maintenance, replaced if faulty, links are continuously ~ As required
monitored with faults attended to as soon as detected.

Telephone switch We have maintenance contracts with several service providers to Monthly
provide on-going support and fault resolution. A 24x7 maintenance
contract for the telephone switch is in place.

Table 715.5 Communication systems operational expenditure (real) — $000
FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Service interruptions 82 82 82 82 82 82 82 82 82 82 820
and emergencies

Routine and corrective 429 409 319 319 319 319 319 319 319 319 3,390
maintenance and
inspections

Total 511 491 401 401 401 401 401 401 401 401 4,210

10 Year Asset Management Plan | Section7 | Managing our assets 237



715 Communication systems continued

715.5 Replacement plan

Because of the rapid improvement in technology, AMP period is shown in Table 7.15.6 and the forecast
communications equipment has a relatively short life and expenditure in the Commerce Commission’s categories
equipment is not normally renewed but is replaced with can be found in Table 715.7.

more modern technologies. Our replacement plan over the

Table 715.6 Communication systems replacement plan

System Replacement plan

Completion of IP Network We are progressively upgrading older analogue links when the associated network
primary equipment is replaced. Additional IP radios were installed as part of protection
improvements on the Banks Peninsula 33kV ring to provide alternative communication
links to the peninsula.

Hill top radio facility Because of the expansion of both UHF radio protection linking and additional UHF
PowerOn communications requirements, this facility is no longer fit for purpose.

It is currently being replaced with a self-supported support structure with antenna
expansion capability and weather tight equipment housing structure.

Voice radios After the successful trial of a digital radio system on the Banks Peninsula in FY20,
we are now looking to upgrade our existing analog system over the next three years.
The upgrade will significantly increase our coverage in remote areas and offer more
features such as user identification and user location.

Comms architecture As we introduce new assets on our network the need for communications increases.

projects Expenditure is kept aside for such projects, with the majority going towards fibre
installations. Currently there is no long-term plan for our comms architecture projects
but going forward this is something we will look to develop.

Pole investigation A number of our radio sites utilise steel octagonal antenna masts. Recently, there have
been reports of significant movement/vibration of these poles in specific wind conditions.
After consultation with a specialist mast antenna engineer, an ongoing inspection process
has been put in place.

Table 715.7 Communication systems replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Zone substation 50 50 50 50 50 50 50 50 50 50 500

Other network assets 923 935 785 235 235 301 337 364 385 378 4,878
Quality of supply 210 210 210 210 210 84 84 84 84 84 1,470
Total 1183 1195 1,045 495 495 435 47 498 519 512 6,848

Because of the rapid
improvement in technology,
communications equipment
has a relatively short life and
equipment is not normally
renewed but is replaced with
more modern technologies.
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Safety is a core driver for the
use and development of our
data management systems.

716 Advanced Distribution Management System (ADMS)

7161 Summary

Our Advanced Distribution Management System (ADMS)

is built on a digital model of our high voltage network and
supports a range of activities related to the operation,
planning and configuration of the electricity network. Safety
is a core driver for the use and development of our advanced
distribution management system. It is an essential element

in our efforts to ensure the safe and effective operation of
the network.

Our ADMS enables automated control and management
of our electricity network and directly supports reliability
measures such as SAIDI and SAIFI.

The network model used by PowerOn and the SCADA data
that it relies on are currently limited to high voltage assets

of 11kV or more. Our expectation is that over the next five
years we will extend the model to include low voltage assets.
We also intend to introduce technology that will enable

the ADMS to automatically operate network equipment or
self-heal to restore supply to customers following an outage.
Work underway includes a Switching Request Register (SRR)
to improve service provider workflows.

716.2 Asset description

An ADMS is a suite of applications designed to monitor and
control the distribution network and also to support decision
making in the Control Room. Our future planning for our
ADMS includes the installation of more remotely controlled
switchgear and the use of the existing on-line load-flow
analysis which enables the implementation of an Adaptive
Power Restoration Scheme (APRS). APRS allows the ADMS
to autonomously operate remote switching devices to isolate
faults and reconfigure the network to restore supply. We will
implement the SRR to improve service providers workflow.

The network model
used by PowerOn and
the SCADA data that it
relies on are currently
limited to high voltage
assets 11kV or more.
Our expectationis that
over the next five years
we will extend the model
to include low voltage
assets.
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716  Advanced Distribution Management System (ADMS) continued

Table 716.1 ADMS description

System component

SCADA

Network management
system (NMS)

Outage management
system (OMS)

Mobile field service
management

Remote terminal unit (RTU)

Historian

Real-time load flow analysis

Information interfaces

Cyber risks

Description
Core systems

A comprehensive SCADA master station is tightly integrated into the ADMS and provides
telemetered real-time data to the network connectivity model.

At the heart of the ADMS is a comprehensive, fully connected network model (including
all lines, cables switches and control devices, etc.) that is updated in real time with data
from network equipment. The model is used to manage the network switching processes
by facilitating planning, applying safety logic and generating associated documentation.
It also maintains history in switching logs.

The OMS supports the identification, management, restoration and recording of faults.

It assists in determining the source of interruptions by matching individual customer
locations (from fault calls) to network segments and utilising predictive algorithms.
Customer details are recorded against faults in the OMS which allows our Contact Centre
to call customers back after an interruption to confirm that their power supply has

been restored.

Field services operators are equipped with iPads and receive switching instructions
directly from the ADMS. The network model is immediately updated to reflect physical
changes as switching steps are completed and confirmed on the iPad.

The remote terminal unit is a field device that interfaces network objects in the physical
world with the distribution management system SCADA master station.

Ancillary systems

The Historian is a database that records time series data for future analysis. The time
series data stored in the historian is used by various applications throughout the
organisation for planning, network equipment condition analysis and for reporting
network operating performance statistics such as reliability.

The ADMS has access to large amounts of real time field data and maintains a connectivity
model making it possible to undertake near real time load flow calculations. Load flow
analysis can be used to predict network operating conditions at locations where no
telemetered data is available and can also carry out “what if” scenarios to predict the
effects of modified network topologies and switching.

Not all information required for operations and planning activities is available from the
ADMS. Linking ADMS records to data from other systems greatly enhances our
capabilities in both these areas. ADMS data may be presented in reports or used to
populate web pages for internal or customer information.

Incidents are escalating for control systems around the world. Improved authentication,
better access controls, improved segmentation of networks and systems, improved
patching and upgrade practices are all essential to a safer control systems.
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716

716.3 Asset health
716.31 Condition

We have a number of older RTUs in our network that

are no longer supported by their manufacturer. We hold
enough spares to cover these units for maintenance
purposes and they are performing adequately. These units
are progressively being replaced as we undertake other
upgrades at the substations. The major RTU used is at end of
life and we are starting to replace them during the substation
maintenance rounds.

716.3.2 Reliability

Generally the ADMS system runs at or near 100% reliability.
There are some recent performance issues with the capacity,
performance and/or availability of the ADMS and these are
being addressed within our operational budgets to improve
DMS operations, for example: user training, computer

and network infrastructure, computer systems monitoring,
settling-in time for new functionality, alarms reviews,
commissioning practices, updated hardware, software
updates.

Table 716.2 ADMS failure controls

Advanced Distribution Management System (ADMS) continued

716.3.3 Issues and controls

Our maintenance and replacement programmes are
developed to ensure the continuous availability of the
ADMS. This includes building highly resilient systems,
upgrading core software and infrastructure on a lifecycle
basis and undertaking regular reviews of system capacity
and performance. Table 716.2 describes the potential failure
cause and mitigation controls.

Generally the ADMS
system runs at or near
100% reliability.

Common failure cause Known issues

Infrastructure component

failure failure

RTU failure

Information System Software failure/flaw

(application/database) failure

Unexpected usage errors Unexpected use cases

Server hardware and platform

Control measures

Real time monitoring, diversity, resilient
infrastructure, lifecycle management

Spares available

Emergency contract

System monitoring, diversity, resilient platforms,
maintenance contracts

Training, testing, small systems change, upgrades
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716

716.4 Maintenance plan

Our first line of support for ADMS software and infrastructure
is provided by our own people. A maintenance contract with
the software vendor includes:

- aremote response capability for emergencies
- afault logging and resolution service

« the software component of any upgrade or service patch
release

The forecast expenditure in the Commerce Commission
categories is shown in Table 7.16.3.

Advanced Distribution Management System (ADMS) continued

Table 716.3 ADMS operational expenditure (real) — $000

FY23 FY24 FY25 FY26
Service interruptions 140 140 140 140
and emergencies
Routine and corrective 406 481 481 481
maintenance and
inspections
Total 546 621 621 621

716.5 Replacement plan

ADMS and RTU hardware capabilities, age and
maintainability is reviewed annually and an assessment
is made of equipment that needs to be programmed for
replacement or renewal as mentioned in Section 7.16.3.1.
An annual forecast of ADMS replacement capital
expenditure in the Commerce Commission categories
is shown in Table 716.4.

FY27 FY28 FY29 FY30 FY31 FY32 Total

140 140 140 140 140 140 1,400
481 481 481 481 481 481 4,735
621 621 621 621 621 621 6,135

The expenditure is to support our plans for major upgrades
for PowerOn in FY26-FY27. The expenditure also allows
for analytics, automated switching, and an LV model to be
integrated into PowerOn over the next four years.

Table 716.4 ADMS replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26
Zone substation 188 230 230 230
Other network assets 1,430 750 1,050 1,650
Total 1,618 980 1,280 1,880

716.6 Innovation

We have applied a continuous improvement mind-set to
our SCADA and network management systems which
has, through the addition of new platforms and modules,
improved our capability to operate our network. This
efficiency improvement links to our safe, reliable, resilient
system, health and safety, capability and future network
asset management strategic drivers.

Customers benefit from enhanced and cost-effective

service delivery when we use state of the art systems

and approaches to management of demand and system
coordination to minimise capital expenditure on our network,
and anticipate and maximise our response to system issues.

FY27 FY28 FY29 FY30 FY31 FY32 Total
230 72 - - - - 1180

1,600 131 128 310 28 - 7,077

1,830 203 128 310 28 - 8,257
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Our load management systems control

electrical loads predominantly by
injecting frequency signals over the

electricity network.

717 Load management systems

71471 Summary

Orion's load management systems control electrical loads
predominantly by injecting frequency signals over the
electricity network. The system is made up of various
electrical plant and hardware/software platforms.

We are undertaking a review of our load management
system architecture. This will look at how we control
future Distributed Energy Resource Management (DERM)
and consider integration of alternative metering sources
further down the network including our protection relays,
LV monitors and possibly LV smart meters. It is envisaged
that any future change will transfer the load management
functionality into our DMS system.

Our review of load management is part of a wider review

that also considers signaling infrastructure — ripple control.

We are also actively involved in industry groups that are
researching alternative technologies for DERM control.
717.2 Asset description

Our load management consists of two separate systems:
Orion’s load management system and the Upper
South Island (USI) load management system, which Orion

Table 7171 Load management systems description

operates in collaboration with the seven other electricity
distributers in the upper South Island. These systems are
described in Table 7171.

The primary use of both systems is to defer energy
consumption and minimise peak load. This is achieved in two
ways. Customer demand management load reduction and/
or generation and by distributor controlled load management
through hot-water cylinder and interruptible irrigation control.

Orion’s load management system signals to our customer’s
premises by injecting a carrier frequency with a digital signal
into the power network that is acted upon by relays installed
at the customer’s connection point. There are two ripple
carrier frequencies used on our system. The ripple relays are
owned by the retailers, apart from approximately 2,000 that
are owned by Orion, to control streetlights. Alternative signal
means are also used to prepare and initiate some major
customer load management methods.

We install new 11kV ripple injection plants in conjunction
with new zone substations or rural zone substations that are
converted from 33kV to 66kV.

System

Load management master
station and RTUs

Upper South Island load
management system (USI)

Ripple injection system
Telenerg 175 Hz

Ripple injection system
Zellweger Decabit 317Hz

RTU and load
measurement

Description

The load management master station is a SCADA system that runs
independently of the network management system.

The USI load management system is a dedicated SCADA system run
independently of our load management and network management
systems. Two redundant servers take information from Orion, Transpower
and seven other USI distributors’ SCADA systems, monitor the total USI
system load and send targets to the various distributors’ ripple control
systems to control USI total load to an overall target.

This system operates mainly within our Region A network and is the major
ripple injecting system controlling the load of approximately 160,000
customers.

The Decabit system operates predominately within our Region B network.
The main reason for separate systems is the historical merger between
distribution authorities and their separate ripple plant types.

RTUs are used to gather information from load measurement points and
consolidate totals for load management at substation levels. THE PQM
and load transducers are required to accurately and reliably measure
loads throughout the network.
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2 plus 1 spare

2 plus 1
historian

27

17

53 RTUs and
50+ PQMs
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717 Load management systems continued

717.3 Asset Health
717.31 Condition

The condition of the load management system is described
in Table 717.2.

Table 717.2 Load management system condition

Asset Description

Orion load management
master station
of this AMP period.

Upper South Island load

management system on a regular basis.

Ripple injection system
— Region A 175Hz system

are available.

Ripple injection system
— Region B 317Hz system

Measurements

Condition
The hardware and software have reached end of life, with no future support Poor
path provided by the manufacturer. Replacement is planned in the first half
This system was installed in late 2019. The system is maintained Good
The majority of the 11kV injection plants on the 66kV system were Good
installed from FY04, and some components are approaching the expected
useful life of 15 years. The units have been reliable to date and spare parts
The 11kV and 33kV ripple plant injection controllers are approaching their Fair
expected service life. The manufacturer no longer supports the controller
type used on the 33kV ripple plants. These units have been reliable to date
and there is a complete spare plant and controller if failures occur.
The provision of resilient (i.e., redundant) load measurement is good at Poor

most sites but has deteriorated post-earthquake. Light sensing for accurate
timing of street lights has deteriorated to only a single measurement point.
The measurement of loads had altered a significant amount with network
changes and the redundancy of measurement is poor at some locations

747.3.2 Reliability

Overall our load management systems are achieving the
required load shedding performance required to maintain
service levels and to limit tariffs. No failures have occurred
at peak times

717.3.3 Issues and controls

Our maintenance and replacement programmes are
developed to ensure the continuous availability of the load
management system. This includes maintaining a highly
resilient system and undertaking regular reviews of system
capacity and performance. The level of risk for this asset
class is considered to be low based on current information
about the causal likelihoods and the controls with their
respective effectiveness levels.

Table 717.3 lists the common causes of failure and the
controls implemented to reduce the likelihood of these
failures.

Table 717.3 Load management failure controls

Common failure cause Known issues

Infrastructure component
failure

RTU and ripple plant failure

Information system Software failure/flaw

(application/database) failure

Server hardware/platform failure

Control measures

Real time monitoring, diversity, resilient
infrastructure, lifecycle management
Spares available

Emergency contract

System monitoring, diversity, resilient platforms,
maintenance contracts

Cyber Risks Known escalation in Requesting extra support from supplier given
cyber attacks world wide that no software patches are available on sunset
operating system
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717 Load management systems continued

717.4 Maintenance plan

The complexity of the software and availability of technical
support increase the difficulty and cost of maintaining the
master station system.

Injection plants have a quarterly operational check as well as
an annual inspection that includes measurement of installed
capacitors and detailed tests on the inverter. Dusting and
physical inspections are considered part of the annual
maintenance. The operational expenditure in the Commerce
Commission categories is shown in Table 717.5.

Table 717.4 Load management system maintenance plan

Asset
Master station Supplier review

Ripple plant

Maintenance activity

Shutdown clean, inspect and test

Frequency
Annual

Annual

Table 717.5 Load management operational expenditure (real) — $000

FY23 FY24 FY25 FY26
Service interruptions 45 45 45 45
and emergencies
Routine and corrective 359 359 359 359
maintenance and
inspections
Total 404 404 404 404

717.5 Replacement plan

Load management master stations

The hardware and software of the US| load management
master station is ageing and the operating system is

no longer supported. This system is under review for
refurbishment and/or migration. As part of the review we
will consider ongoing resources and the cost of Orion
supporting three separate and independent SCADA systems
network management, Orion load management, USI load
management — and whether a consolidation of SCADA
systems is viable. The work based on the review is currently
planned to be carried out in FY23 and FY24.

FY27 FY28 FY29 FY30 FY31 FY32 Total
45 45 45 45 45 45 450
359 359 359 359 359 359 3,590
404 404 404 404 404 404 4,040

Ripple plant and controllers

From FY23 we have a proactive replacement programme

for ripple frequency controllers. The majority of these are
now more than 15 years old, and we have begun to see
some age-related failures. We had been deferring proactive
replacement just in case an emerging technology made them
redundant, however we now anticipate these will required
for the medium term at least.

Table 717.6 Load management system replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Zone substation 440 450 460 460 450 201 224 240 224 222 3,371
Other network assets 770 770 70 500 570 70 70 70 - - 2,890
Total 1,210 1,220 530 960 1,020 271 294 310 224 222 6,261

717.51 Disposal

We will retire the 33KV ripple injection plants at Moffett

and Hornby substations in the near future. This will provide

spares for the remaining plants at Springston and Hororata.
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We manage all types of works
activity using purpose-built
in-house developed applications
which populate a single works
data repository.

718 Information systems

71841

Our Asset Management Information Systems (AMIS)

Summary

hold information about our electricity network assets
and support our business processes in managing assets.
Our AMIS are performing well as they are regularly
maintained and frequently upgraded.

718.2 Asset description

The majority of our primary asset information is held in our
asset database and Geographic Information System (GIS).
We hold information about our network equipment from GXP
connections down to individual LV pole level with a high level
of accuracy. In addition to these asset registers we also hold
detailed information regarding customer connections in our
Connections Register and track the process of asset creation
and maintenance in our Works Management system.

Geographic Information System (GIS) — Orion’s GIS records
our network assets according to their location, type and
electrical connectivity. It interfaces with other information
systems such as substation asset attribute data stored in
our asset register. GeoMedia specialises in reporting and
analysing geographic data. In particular, GeoMedia easily
combines core GIS and third-party datasets such as

aerial imagery for both Orion and service provider and
consultant use.

Various GIS viewer technologies enable Orion to deliver
‘fit for purpose’ geographic asset information within Orion
premises, or off site via a secure website. In areas where
internet coverage is limited, GIS datasets may be stored
directly on a laptop device.

Asset database — EMS Basix, provides a central resource
management application that holds details of key asset
types with their current location/status. The assets covered
include land, substations and all our major equipment
including HV cables with less strategic types being added
over time. Schedules extracted from this database are used
for preventative maintenance contracts and it archives any
inspection/test data gathered during the contract.

Works Management — We manage all types of works
activity using purpose-built in-house developed
applications which populate a single works data repository.

The applications are optimised for different types of work
including new connections management, general network

jobs and emergency works. When a job is created in Works
Management a companion job is also automatically created
in the financial system (NAV) to track job related invoices.

Connections Register — Our in-house developed
Connections Register holds details of all installation control
points (ICP) on our network. This is linked with the industry
registry. Links with our GIS systems enable accurate
derivation of GXP information by ICP and the association
of ICP with an interruption. Interruptions are now routinely
traced within the GIS using the in-built connectivity model,
and accurate information about the number of customers
and interruption duration are recorded.

718.3 Asset health

GIS — Our GIS is very mature and approaching the end of
its current lifecycle. In addition to problems presented by
an aging platform, the highly complex models implemented
in the GIS make database maintenance and data updates
difficult. Although stable, the GIS is marginal in relation to
its capacity and performance for the time frame of this plan.

Asset database — We use the most current available version
of EMS Basix. We use only a subset of the capabilities of

the EMS Basix database which can be applied to Works
Management as well as asset tracking. The performance and
capacity of the upgraded system is adequate for the time
frame of this plan. Basix will be included in a review of asset
management systems associated with Works Management.

Works Management — Works Management is a bespoke job
management environment that was originally implemented
in the early 2000s. It was subject to a review in FY17 when
we found the underlying database to be sound from both an
architecture and overall performance perspective. The user
facing components of this system however, which are based
on aging technology, have in some cases been moved to a
new portal called “Toolbelt”.

Faced with a business that is responding to a rapidly
changing energy sector it is clear that the limitations of
this application will need to be addressed and a review is
currently underway.

The performance and capacity of the database is adequate
for the time frame of this plan but a search for a more
complete and integrated asset management solution is
under way.
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718 Information systems continued

Connections Register - Its capacity and performance are
adequate for the period of this plan if there are no further
major changes required. The Connections Register has been
modified significantly since its establishment in FYOO, to
support a range of new business processes. This system has
however reached a “tipping point” and without a change to
its underlying architecture, there is a high degree of risk in
developing it further.

718.4 Maintenance plan

General — All our systems are supported directly by our
Information Solutions team with vendor agreements for third
tier support where appropriate.

License costs provide a degree of application support

but are substantially a prepayment for future upgrades.
Although licenses guarantee access to future versions of
software they do not pay for the labour associated with their
implementation. Our experience has been that significant
support is required for the vendor to accomplish an
upgrade and these costs are reflected as capital projects

in our budgets.

Software releases and patches are applied to systems as
necessary and only after testing. Production systems are
subject to business continuity standards which include:

« an environment that includes development, test and
production versions

mirroring of systems between two facilities to safeguard
against loss of a single system or a complete facility

archiving to tapes which are stored off site at a third party

change management processes

least privilege security practices

GIS — This is supported directly by the vendor with backup
from the Orion Information Solutions team. Support hours are
pre-purchased as part of an annual maintenance agreement

Asset database — EMS Basix and related computer
infrastructure are supported directly by the Orion Information
Solutions team

Other systems — All other systems are supported directly by
the Orion Information Solutions team. Some recoveries are
made from salaries to capital

An annual forecast of information system operational
expenditure is shown in Table 718.1.

Table 71841 Information system operational expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Routine and corrective 355 455 455 455 455 455 455 455 455 455 4,450
maintenance and
inspections
Total 355 455 455 455 455 455 455 455 455 455 4,450

718.5 Replacement plan

The replacement capital expenditure in the Commerce
Commission’s categories can be found in Table 718.2.
The capital expenditure for FY23 supports a major overhaul

of the model in GIS. The rest of the forecast enables an asset
database and project management system upgrade.

Table 718.2 Information systems replacement capital expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Other network assets 550 40 190 40 40 47 50 54 56 56 1123
Total 550 40 190 40 40 47 50 54 56 56 1123
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Our maintenance plan has been
4 effective in keeping our standby
generators in good condition.

719 Generators

7191 Summary

We use diesel generators as a mobile source of energy to
maintain supply of electricity or provide power to customers
in the short term until the network is able to be restored
following a fault or during a planned interruption. To maintain
a fuel supply for the generators we own diesel tanks and

a mobile trailer tank.

Our maintenance plan has been effective in keeping our
standby generators in good condition. We are not planning
to replace any units over the next ten years. We built a shed
at the Papanui Zone Substation to house our trucks and
mobile generators to reduce deterioration from exposure
to the elements. We have replaced a trailer mounted unit
with a truck mounted in FY20 and trialed new innovative
technologies.

719.2 Asset description

We have 14 diesel generators as shown in Table 719.1.
We have:

+ 400V truck-mounted mobile generators — which are
used to restore or maintain supply at a distribution level
during a fault or planned work

« 400V building generators — all have synchronisation
gear and can pick up the entire building load. The 110kVA
unit is attached to the remote TDC (Transportable Data
Centre). A 550kVA unit is attached to our main office
building with and the other 550kVA unit is installed at
Connetics yard in the Waterloo Park

« 400V emergency standby generators — can be
strategically placed throughout our urban network.
They are used for emergency backup and can be
switched on-line in a short time frame if there is a loss
of supply. Two 550kVA units are at Papanui Zone
Substation. The 11kVA, 30kVA and 66kVA units which
have no synchronising gear are at Papanui. In addition,
we have a new 66kVA which is trailer mounted

Table 7191 Generator types

Voltage  Type
8-30
400V Mobile
Building generators
Emergency standby 2
Total

We have six diesel tanks and a mobile trailer tank.

The purpose of the tanks is to:

« provide an emergency reserve supply for the operator
vehicle fleet and building generator should the
Christchurch supply lines become disrupted

- fuel mobile generators for high power work

kVA Total Avg age
66 - 110 330 - 440 550
2 2 1 5 1
1 2 3 9
1 3 6 13

14

- fuel the generator at our office building on Wairakei Rd
in an emergency for an extended period

« fuel mobile generators (trailer tank)
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719 Generators continued

719.3 Asset health

There have been no major mechanical issues with the
generators. Our generators are in good condition.

Table 719.2 Generator conditions by type

Voltage Type Condition
400V Mobile Good condition
Building generators Good condition
Emergency standby Good condition
719.31 Issues and controls 719.4 Maintenance plan
Our generators are rotating machines that are subject to We employ a number of different asset management
vibration, heat and dust while running and in transit. As a practices for different generator groups. The different types
result, our generators require regular maintenance and of generators and ages require different schedules to best
tuning to ensure that they stay in an optimal state. We pick suit each machine. The schedules are shown in Table 719.3.

up most issues during our routine maintenance. An annual forecast of generator operational expenditure

in the Commerce Commission categories is shown in
Table 7.19.4.

Table 719.3 Generator maintenance plan

Generator type Scheduled maintenance
Mobile generators Oil changed every 250 hours (note the interval is smaller for the older engines
(400V, 110-440kVA) in this group of generators)

Diesel and batteries tested yearly

Complete functional test once a year

Battery charger and block heater kept plugged in
Emergency generators Battery charger and block heater kept on

(400V, 8-110 kVA 400V,
550kVA)

Qil tested yearly and changed every 3 years or every 500 hours whichever comes first
Tank fuel air filters changed every 3 years

Diesel and batteries tested yearly

Test run monthly

Run on a load bank for 30 minutes once a year at full load

Table 719.4 Generator operational expenditure (real) — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Routine and corrective 40 40 40 40 40 40 40 40 40 40 400
maintenance and

inspections

Total 40 40 40 40 40 40 40 40 40 40 400
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719  Generators continued

719.5 Replacement plan

When a generator gets to the end of its economic life,
analysis will be done to see if it will be replaced. The
440kVA generator has done more than 8,200 hours and

is 15 years old. When it gets to 10,000 hours we will assess
whether it is more economic to do major maintenance

or replace it with a new unit. We are planning to replace
trailer mounted units to truck mounted. The replacement
expenditure is covered in Section 8.8 — vehicles. Expenditure
has been allocated for controller and AVR replacement from
FY23 - FY27.

719.51 Disposal

Generators are disposed of by auction when they become
surplus to our requirements or they become uneconomic to
continue to operate.

Our network procedures detail the disposal requirements for
substances such as fuels that have the potential to spill from
generators or any other form of holding or transport tank.
These procedures also mandate the prompt reporting of any
uncontained spillage and disposal of hazardous substances,
which allows us to document the details of spillage and
disposal quantities.

719.6 Innovation

To keep the power on for the community during emergency
and network maintenance work, Orion has typically used
around 150,000 litres of diesel per year in its generators,
emitting the equivalent of 400 tonne of CO2.

In FY21 we conducted a proof of concept trial to see if
Orion’s generators could be powered by biodiesel, a clean-
burning diesel replacement made from recycled vegetable
oil, produced locally.

The trial using 300 litres of GreenFuels® waste vegetable
oil produced locally from fast-food outlets in one of Orion’s
440kW generators was successful, generating a steady flow
of acceptable power quality.

We are following up with a series of detailed live tests on a
range of Orion generators, comparing biofuel with mineral
diesel across a range of parameters.

Our focus is on understanding biofuel’s reliability and
emission reductions, and testing includes upper limit testing,
comprehensive emission tests and, eventually, live tests on
the network.

We are now refining our processes and conducting further
trials to assess the viability of switching from diesel to biofuel
on an operational scale.

Most of our generators have been fitted with SCADA which
provides alarming and monitoring. Reverse synchronising
has been fitted which allows the generator to be returned
from an islanded state with connected load, avoiding an
outage to the customer.

Our mobile generators have been fitted with equipment to
allow the generator to operate in a voltage support mode.

This is where the generator is operated in parallel with
the network and as the load drops the voltage increases,
allowing the generator to shut down, saving fuel.

We have now fitted control relays that allow the generator
to start large loads or areas of islanded network after a fault.
This has drastically improved customer service by reducing
restoration times.

We have also fitted a Statcom to one truck and are planning
on fitting to others. These allow the generators to shutdown
at low load while paralleled, reducing engine wear and

fuel use.

We have now fitted
control relays that allow
the generator to start
large loads or areas of
islanded network after a
fault. This has drastically
improved customer
service by reducing
restoration times.

Table 719.5 Generator capital expenditure (real) - $,000

FY23 FY24 FY25 FY26
Other network assets 20 20 20 20
Total 20 20 20 20

FY27 FY28 FY29 FY30 FY31 FY32 Total
20 - - - - - 100
20 - - - - - 100
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We have replaced most of our
monitoring assets and the majority
are in good condition and meet our
service level targets.

7.20 Monitoring and Power Quality

7.201 Summary

Our monitoring assets are comprised of high voltage
(11kV), GXP and power quality metering. We have replaced
most of our monitoring assets and the majority are in good
condition and meet our service level targets.

7.20.2 Asset description
Our monitoring assets cover three areas in our network:

« High voltage (11kV) customer metering — we own
the metering current transformers (CTs) and voltage
transformers (VTs) along with associated test blocks
and wiring at approximately 75 customer sites. Retailers
connect their meters to our test block and all Orion
metering transformers are certified as required by the
Electricity Governance Rules

Table 7.20.1 Monitoring quantities by type

Transpower (GXP) metering — we own metering at
Transpower GXPs. We adopted GXP-based pricing

in 1999 and most of our revenue is now derived from
measurements by Transpower GXP metering. The data
from these meters serves as input into our SCADA system
for load management and our measurements are used

to estimate readings when Transpower’s meters fail

Power quality monitoring — we have installed
approximately 30 permanent, standards compliant,
power quality measurement instruments across a
cross-section, from good to poor, of distribution network
sites. Data collected are statistically analysed to monitor
the long-term network performance and to assist the
development of standards and regulations

Asset

Current Transformers
Voltage Transformers
Quality Meters

Total

Quantity
45
34
13

92
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7.20 Monitoring and Power Quality continued

7.20.3 Asset health
7.20.3.1 Condition

Generally, all metering equipment is in good condition.

7.20.3.2 Performance

Our monitoring assets overall have proven to be robust, are
performing well and are meeting all the service level targets.
We check our metering data against Transpower’s data.

If there is a significant difference, meter tests may be
required to understand where the discrepancy has occurred.

Our power quality management has historically been
largely reactive as we have built our methodologies around
customer complaints. However, we now also focus on
projects that are proactive in nature which when completed
will reduce the number of complaints we receive and
improve our network performance.

We will continue to monitor the quality of the network to
assess the impact of the increasing number of non-linear
loads that are connected each year.

Table 7.20.2 Monitoring maintenance plan

7.20.3.3 Issues and controls

Metering transformers are extremely reliable standard
components of high voltage switchgear and are maintained
and replaced as part of our standard switchgear
maintenance and replacement procedures. We hold
sufficient spares to cover failures of CTs, VTs and other
metering equipment.

7.20.4 Maintenance plan

We regularly inspect the metering sites, carry out appropriate
calibration checks and witness the calibration checks on
Transpower’s metering. Our meter test service providers

are required to have registered test house facilities which
comply with the Electricity Governance rules. They are
required to have documented evidence of up-to-date testing
methods and have competent staff to perform the work.

The maintenance plan is shown in Table 7.20.2 and the
associated expenditure in the Commerce Commission’s
categories is shown in Table 7.20.3. The capital expenditure
will be used to conduct testing of HV meters every 10 years
for certification as well as maintaining our statcoms on an
annual basis.

Maintenance activity Strategy Frequency
CTs & VTs The Electricity Marketing rules require that our CTs and VTs 10 years
must be recalibrated
Power quality meters Repaired / replaced when they fail As required
Table 7.20.3 Monitoring operational expenditure (real) — $000
FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Routine and corrective 13 53 16 5 20 16 5 5 5 5 243
maintenance and
inspections
Total 113 53 16 5 20 16 5 5 5 5 243
7.20.5 Replacement plan
Table 7.20.4 shows the replacement capex in the Commerce
Commission’s categories. The expenditure is based on
replacing end of life meters and metering equipment as
well as faulty ferroresonance capacitor banks over the next
10 years.
Table 7.20.4 Monitoring replacement capital expenditure (real) — $000
FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Quality of Supply 75 75 75 75 40 40 40 40 40 40 540
Other network assets 60 20 20 20 20 31 37 41 44 43 336
Total 135 95 95 95 60 " 77 81 84 83 876
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81 Introduction

In this section we describe the work of the teams in Orion
that together, enable our business to function. We set

out what each team does and our operational and capital
expenditure forecast for each team. We also describe the
business information systems that support our administrative
functions, and the fleet of vehicles we use to do our work
and engage with the community.

8.2 Gearing up for the future

Our engagement with customers, as described in

Section 4, has helped us understand how we need to
prepare for their future needs. Our customers want a safe,
reliable, resilient network and one that is built ready for them
to take advantage of new technologies. To deliver this, in
FY21 we adopted a new Group Strategy with our Purpose to:
Power a cleaner and brighter future for our community.

See Section 2.4.

To help us deliver on our Group Strategy, in FY22 we
reshaped our organisational structure, business model and
leadership team to provide the focus and capability we need
now and into the future.

The Orion Group’s integrated leadership team consists of:
» Chief Executive Connetics

« General Manager Future Network

+ General Manager Electricity Network

» General Manager Purpose and Performance

« General Manager Value Optimisation

« General Manager Data and Digital

» General Manager Energy Futures

» General Manager Growth and Development

Our leadership structure ensures we concurrently take a
strategic and tactical view of our operating environment and
customer needs.

Our Group Strategy, new business model and capability
evolution positions Orion Group to support a future that
calls for us to take a broader approach to the challenges
and opportunities presented by the new era in the energy
sector. It has created the framework for Orion to build a
more sustainable business, explore new opportunities

to contribute to our community, and be more agile and
responsive to our customers’ changing needs.

A world of new energy opportunities is opening up for us
and our customers. The changes we have made to our
business will enable us to efficiently and cost effectively
build Orion Group’s contribution to a more connected and
interactive future.

Our strategic focus on building long term capability

means we have reviewed and reshaped our approach to
works delivery with our service provider partners. For the
delivery of our planned and unplanned works on overhead,
substation and underground assets we have established a
Primary Service Delivery Partner (PSDP), Connetics, to plan

and procure work from Connetics and a number of other
service providers through a dedicated arms-length Project
Management Office (PMO). This will ensure we are able to
efficiently deliver the initiatives and projects in this AMP.

We have heightened our focus on data and digitisation

to ensure we have a deeper understanding of how our
customers are using our network, and ensure we capitalise
on that insight in our business process and system
development. Our focus in this area also ensures we have
the right information to inform our decision making and
develop efficient services for our teams and customers alike.

Our organisational changes and other initiatives to support
our community’s evolving needs, delivery of the projects

in this AMP and our increased focus on preparing for the
future will result in a gradual increase in FTEs over the
regulatory period.

The Commerce Commission defines two categories for
people-related opex: System Operations and Network
Support, and Business Support. The balance of this section
is split between these two categories. This means that
activities under the integrated leadership team may appear
in either one or both of the Commission’s categories. We will
use cost allocation to account for roles and services that are
not part of the regulated service.

To help us deliver on

our Group Strategy, in
FY22 we reshaped our
organisational structure,
business model and
leadership team to
provide the focus and
capability we need now
and into the future.
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Gearing up for the future continued
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8.3 System operations and network support

The system operations and network support activity area
covers the teams managing our network, including our
Customer Support team and office-based system operations
teams. Around 75% of our people are in this activity area.

8.31

The future network group is responsible for the overall
direction and management of our network infrastructure.

Future network

It is responsible for strategic and engineering planning for
Orion's electricity distribution network, and our customer
service activity, infrastructure stewardship, regulation, pricing
and billing support.

There are four teams in the group that deliver system
operations and network support activity:

Network transformation and investment team:

« documents our network development plans and forecasts
and articulates this through production and publishing of
a 10-year asset management plan

« develops appropriate whole of life strategies for our
network assets

» monitors, analyses and reports on network performance,
network failure analysis and condition of assets

« develops appropriate maintenance and replacement
programmes, based on the above analysis

. forecasts changes in customer behaviour and demand

- identifies network constraints, oversees security of supply
and develops network and non-network solutions

« provides the planning interface with Transpower

- adapts planning for the impact of emerging technology

Asset information team:

« manages and develops our network asset register and
geospatial systems to ensure our network asset data is
accurate and available for the effective management of
our network

» manages the content, review and dissemination of certain
controlled business documents, internally and externally

« manages and develops systems and procedures to
ensure accurate network reliability statistics

« provides data insights

Customer and communications — customer support team:
Our customer support team is a key point of contact for our
customers. The team:

« operates 24/7 and responds to more than 2,000 calls
from customers each month

« provides a point of contact for our customers seeking
the help and reassurance of a real person

- provides customers with information about power
outages, resolves complaints and assists with the supply
of our services

Orion Development Programme, Technical:

« this programme mentors and develops our people as
they progress through their focussed training — see 8.4.1

The balance of our Future Network team is in the business
support category, see 8.5.

8.3.2 Electricity network

Our electricity network group is responsible for the daily
operation of the network, delivery of AMP work programmes,
and other delivery and engineering related services
including business process improvement.

Engineering team:

Our engineering team provides support with engineering or
technical issues and explores new opportunities to improve
our network management. The team:

. focuses on ensuring a safe, reliable and effective network

« ensuring operational systems are fully scoped, tested and
supported throughout their lifecycle; while also looking for
opportunities to improve and optimise our operations of
these systems.

« sets and maintains standards for materials and
applications and maintains documentation associated
with establishing, maintaining and developing our
network assets

« researches and reviews new products and alternative
options with a view to maximising network safety and
reliability and minimising lifetime cost

- researches and evaluates latest trends in maintenance
and replacement of assets

- investigates plant failure, manages protection setting data
and keeps the integrity of control and protection systems
at high levels

- works with our service providers when developing
commissioning plans and the introduction of new
standards and equipment

« analyses technical data and acts on the information
to minimise the risk of loss of supply to network

« manages and maintains our key operational platforms
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Network delivery team:

This team oversees programme management, works
delivery, customer connections, procurement and land
services, and fleet management.

The team:

ensures the delivery of Orion’s planned and unplanned
works on overhead, substation and underground

assets via our Primary Service Delivery Partner (PSDP),
Connetics, via a dedicated arms-length Project
Management Office (PMO) which plans and procures work
from Connetics and other service providers

is responsible for the establishment of the programme
of works and monitoring of works through the PMO, for
instance the team:

- identifies required works and develop scopes, works
specifications and designs that meet our network
standards and specifications

« ensures the work packages are suitable for delivery

« monitors the completion of works to our budget as set
out in the AMP

responsible for procurement and works management of
some functions including management of Orion’s property
assets, from kiosks to substations to office buildings
manages our vegetation management programme
undertakes other civil related and consultancy services
ensures Orion gets value for money and the level of

service we expect from the services we contract in as well
as securing Orion’s property and consenting interests.

Customer connections team:

The customer connections team welcomes new customers
to our network. The team:

ensures customers are connected to the electricity
network in a safe and cost effective way

manages power quality — investigates complex Orion and
customer network issues. Analyses voltage disturbance
and deviation problems, predominantly in industrial and
commercial customer groups, while offering support and
education

manages distributed generation —reviews and
approves customer connected generation. Ensures safe
connections

manages street lighting and new technology connection
management. Develops and maintains Distributed
Unmetered Load Data Base for major customers.

Ensures accuracy and integrity of street light data on GIS
provides low voltage management — enables safe
switching operations to be carried out on Orion’s network
through accurate schematics and site identification

creates and supports business processes to enable
accurate updating of GIS

System operations and network support continued

manages HV labelling — enables safe switching
operations to be carried out on Orion’s network through
site and network circuit identification

manages Orion-owned generators to ensure safe
operation. During disaster recovery, provides a
specialised team to work independently from the network
to enable generator power restoration to communities

undertakes technical surveys and provides concise and
simple reporting
provides service providers and the public with safety

advice and education for those working close to or
around Orion assets

Network operations team:

Our network operations team includes our control centre,
operations improvement, field response, and network
access teams.

The team:

monitors and controls our electricity network in real time,
24/7

provides safe network switching and fault restoration

utilises load management to minimise peak load and
maintain security

provides load management assistance for all upper
South Island EDBs

operates high and low voltage switchgear
provides a first response to network and customer faults

makes safe network equipment and customer premises
for emergency services

repairs minor faults

Network access team:

coordinates and approves access to our network,
including setting standards and writing training and
assessment material for both employees and authorised
service providers

trains and assesses the competency of employees and
service providers to enter and work in restricted areas,
and to operate our network

maintains a database of competencies held by every
person accessing and working on our network

develops operating manuals for equipment used on our
network, and support material for our network operators

reviews applications and issues, as appropriate, close
approach consents to Orion-authorised service providers,
third party service providers and members of the public
who need to work closer than four meters from our
overhead lines and support structures
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Release planning team:

« coordinates and approves service provider requests to
safely access the network to carry out planned work

Quality, health and safety (QHS) team:

The QHS team ensures we work safely and our community

can be confident Orion contributes to a safe and healthy

environment. The team:

« provides governance over and continuous improvement
of the Orion QHS systems

» provides general QHS advice to business and other
stakeholders as required

« administers Vault, our safety information management
system

» leads the QHS audit program and delivers process
assurance

+ leads significant investigations

» coaches our Incident Cause Analysis Method (ICAM)
investigation team and builds competency

» coordinates QHS training initiatives

» provides QHS assurance to Orion, board and
management and the Electricity Engineer’s Association

« provides stand-overs for safety on excavations or
other work conducted by third parties on Orion’s
sub-transmission assets

System operations and network support continued

8.3.3 System operations and network support

expenditure forecast

The forecast for our operational expenditure for the activities
of each of these teams in FY22 dollar terms is shown in
Table 8.3.1.

Notes to expenditure:

our most significant operational expenditure in these
teams is remuneration for our employees

this chart does not include operational expenditure
on our network assets

it also does not include the following, consistent with
the operational expend forecasts that are shown in
non-network operational expenditure schedule 11b
in Appendix F:

. pass-through costs, such as local authority rates
and industry levies
- depreciation
« transmission purchases
for the first time, we have allocated a network innovation
investigation budget to explore alternative models of

supporting our network and system operations to drive
future distribution network models. See Section 7

Table 8.3.1 System operations and network support (real) — $000

FY23 FY24 FY25 FY26
Electricity network 1152 1142 1122 1122
Future network 4,552 4,550 4,493 4,492
Network operations 6,377 7131 7121 7130
Customer support 724 724 724 724
Engineering 3,632 3,635 3,635 3,640
Works delivery 1,362 1,362 1,362 1,362
Customer 2,088 2,088 2,088 2,088
connections
Procurement and 1,086 1,086 1,086 1,086
property services
Quality, health 829 829 829 829
and safety
Asset storage 840 840 840 840
Less capitalised (4,396) (4142) (3,453) (4,317)
internal labour
Total 18,246 19,245 19,847 18,996
Totals from 17,419 17,637 17,864 17,504

1 April 2021 AMP

FY27
1122
4,567
7139
724
3,640
1,362

2,088

1,086

829

840

(4,275)

19,122

17,796

FY28 FY29 FY30 FY31 FY32 Total
1122 1122 1122 1122 1122 11,270
45546 4514 4,489 4489 4489 45181
7148 7157 7176 7175 7184 70,738
724 724 724 724 724 7,240
3645 3645 3645 3,645 3,645 36,407
1,362 1,362 1,362 1,362 1362 13,620
2088 2088 2088 2083 2088 20,880
1,086 1,086 1,086 1,086 1,086 10,860
829 829 829 829 829 8,290
840 840 840 840 840 8,400
(4,062) (4,006) (4,072) (4,080) (4,059) (40,863)
19,329 19,361 19,289 19,280 19,310 192,023
17820 18,210 18,696 18734 n/a n/a
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8.4 Future Capability Development

8.41

We apply a structured approach to training future leaders for
the industry through a four year programme that develops
participants’ practical and theoretical understanding of
engineering. We generally aim to have 8 participants in the
programme at any one time.

Orion Development Programme, Technical

Of our current permanent staff, 23 people are graduates
of our Development Programme, Technical.

This innovation contributes to delivery of our asset
management strategy focus on developing our capability

as asset managers, and embracing the opportunities of
future networks. Our customers benefit from our sustainable
approach to building capability that ensures we remain
effective stewards of our assets, now and into the future.

8.4.2 Orion Development Programme, Graduate

In 2020 we initiated the Orion Development Programme,
Graduate, and took on a university graduate to complete
a two-year placement rotation through various areas of
our business.

8.4.3 Energy Academy

As Energy systems globally shift, so will the need to develop
new capabilities to adapt and change as we evolve.

Energy Academy is an initiative of the Orion Group with the
purpose of galvanising the industry to work on common
challenges to harness energy’s potential to create a more
prosperous, equitable and sustainable New Zealand.

Some of the Energy Academy programmes underway
include hosting a future of energy forum, forming an industry
collaboration platform that enables organisations from
across the sector to work together on challenges and share
learnings and piloting a new model that redefines the roles
of industry in tertiary training.

8.5 Business support

Around one quarter of our people work in this activity area.

8.51

This team leads Orion Group strategy and business plan
delivery, enterprise risk management, business reporting,
performance including people and capability, and
sustainability.

Purpose and Performance

Risk and reporting team:

This team supports, monitors and measures the business in
the areas of risk management, business and board reporting
and board support.

People and capability team:

This team provides strategic, tactical and operational
support, including change management, and advice to
the business in the people/HR space, including payroll
and wellbeing.

By supporting our leaders and managers to build capability
and performance we seek to achieve the best organisational
results through our people.

Sustainability team:

The sustainability team focuses on strategic initiatives,
industry collaboration and operational reporting in support of
powering a low carbon economy.

This team:

- understands our carbon footprint
. measures and reports on our carbon emissions

« reports on the opportunities and risks associated with
climate change

« directs our sustainability activity on both our network and
in the wider community in support of addressing climate
change opportunities and risks

- builds sustainability partnerships in the community

8.5.2 Value Optimisation

This team works to ensure we deliver value for our
customers and stakeholders.

Finance team:

This team is responsible for financial reporting and
management. It is also responsible for treasury, tax and tax
compliance, regulatory reporting, budgets, accounts payable
and receivable, financial forecasting, job management,
financial tax and regulatory fixed asset registers and support
for financial systems. Our Privacy Officer is a member of

this team.

Other value optimisation services team:

Other services include business improvement, administering
Orion’s internal audit programme and value, innovation and
commercial and financial analysis.
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8.5 Business support continued

8.5.3 Future Network
Information solutions team:

This team is responsible for leading the business in the
selection and delivery, ongoing configuration, integration
and management of our information systems. These include
standalone applications, data and computing platforms, and
all supporting infrastructure.

Our people provide tier one through tier three support

for systems, and we augment our services by partnering
with vendors and expert third parties. We operate annual
maintenance agreements in support of key systems across
a range of business functions, including traditional business
support, asset management, planning and real time
operations.

Until recently on-premise systems have dominated our
portfolio, but we are increasingly adopting cloud (SAS)
solutions.

Our information solutions team is insourced, and salaries are

the largest single component of our operational expenditure.

We expect however that a shift to cloud and to subscription-
based licensing models will drive an increase in other
operating costs.

Information Solutions Team members are divided evenly
among support services and infrastructure, system
development and business change, and the delivery of
the real-time operational systems.

Real-time operational systems are crucial to our future and
the most important of these is PowerOn from GE. PowerOn
allows our control room and field staff to interact in real time
with network assets, significantly improving performance

of our network, and building new capability to manage

both planned and unplanned outages. It is the platform on
which we will automate the restoration of power following a
network outage, enabling the network to self-heal. It is also
the platform on which we will optimise network performance
by partnering with owners of Distributed Energy Resources
(DERSs).

Regulatory and commercial team:

This team’s responsibilities include pricing, regulation, billing

and major customer support. This team leads:

« our engagement with and submissions to the Commerce
Commission, Electricity Authority and other industry
regulators

« our network delivery pricing approach, compliance
reporting and

» billing to retailers and major customers

Customer and communications team:

This team is responsible for engaging with our customers
and key stakeholders, to:

- identify their needs and work with our business to ensure
we can best meet these needs

- build key community relationships to enable us to deliver
on our strategic community objectives

« lead internal and external communications including
public relations and social media

The team also focuses on improving our customer
service by:

« understanding our customers’ needs

« co-creating service offerings with our customers
and partners

« facilitating customer inspired conversations about future
power options

8.5.4 Data and digital

The data and digital team has been established to take a
strategic view on our enabling data governance and digital
system evolution in support of improved decision making,
system control, business outcomes and customer centricity.
8.5.5 Growth and development

The growth and development team is responsible for:

. establishing and scaling business models and
technologies that are new to Orion

- developing and delivering commercially viable business
opportunities with a strong commercial value focus

« leading exploration of innovation functions i.e. leveraging
existing business models and technologies

8.5.6 Energy Futures

The energy futures team is responsible for exploring future

energy markets and business models.

8.5.7 Board

We have a board of six non-executive directors, with

extensive governance and commercial experience.

8.5.8

We purchase insurance to manage specified financial risks.
The fees forecast are shown in Table 8.5.1.

Insurance
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8.5 Business support continued

8.5.9 Business support operational
expenditure forecast
The forecast expenditure for the activities of each of our

business support teams, expenditure on insurance, corporate
property and vehicles in FY22 dollar terms can be found in

Table 8.5.1.

Table 8.5.1 Business support operational expenditure — $000
FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Future network 1,475 1,475 1,475 1,475 1,475 1,475 1,475 1,475 1,475 1,475 14,750
People and 1,348 1122 1122 1122 1122 1122 1122 1122 1122 1122 1,446
capability
Integrated 5,492 7,081 7,067 7156 7,061 7,061 7,061 7,061 7,061 7,061 69,162
leadership team
Finance 1,715 1,676 1,675 1,705 1,675 1,665 1,723 1,665 1,675 1,705 16,879
Information 4,650 4,993 4,906 4,895 4,916 4,895 4,896 4,915 4,896 4,895 48,857
solutions
Regulatory and 1,962 2,091 3,345 1,819 1,824 1,828 1,892 1,897 1,841 1,846 20,345
commercial
Customer and 2,038 2,788 2,788 2,788 2,788 2,788 2,788 2,788 2,788 2,788 27130
communications
Insurance 2,879 3,269 3713 4,219 4,795 5,452 6,200 7,053 8,025 9,132 54,737
Corporate property 1,033 1,033 1,036 1,009 1,015 1,018 1,018 1,019 1,017 1,016 10,214
Vehicles (1138) (1138) (1138) (1138) (1138) (1138) (1138) (1138) (1138) (1138)  (11,380)
Less capitalised (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200)  (12,000)
internal labour
Total 20,254 23,190 24789 23,850 24,333 24,966 25,837 26,657 27,562 28,702 25040
Totals from 19,097 19,151 19,161 19,263 19,396 19,472 19,571 19,741 19,798 n/a n/a
1 April 2021 AMP

Notes to Table 8.5.1:

« The Property expenditure shown here is before any « The vehicle fleet surplus shown above excludes

depreciation expense is recognised as depreciation does depreciation expense and insurance.

not form part of business support operational expenditure.

Table 8.5.2 Board of directors’ fees and expenses

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Board of directors’ 451 446 446 446 446 446 446 446 446 446 4,465
fees and expenses
Total 451 446 446 446 446 446 446 446 446 446 4,465
Totals from 446 446 446 446 446 446 446 446 446 n/a n/a

1 April 2021 AMP

8.5.10 Business support capital expenditure
forecast

Our capital expenditure forecasts for non-network
assets are detailed in Appendix F, Schedule 11a. Specific
comments about the composition and management of

our most significant non-network assets, buildings, corporate
information systems and vehicles, follow in Sections
8.6 t0 8.8.
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8.6 Corporate properties

8.61

Our corporate property portfolio covers our administration
building at 565 Wairakei Road, Connetics’ Waterloo base
and rental properties throughout the Canterbury region.
Our corporate properties vary in both construction and age.

Asset description

- Administration building — our Wairakei Rd administration
building was built in FY14.

. Connetics’ Waterloo base — Connetics moved to a new,
purpose-built facility in Waterloo Business Park in FY18
to provide a more operationally efficient and resilient base
for its operations. Orion owns the depot with Connetics
entering a long-term ‘arms-length’ lease.

- Rental properties — we own nine rental properties four
of which are residential properties adjacent to zone
substations. Some of these were acquired as part of a
package when substation land was purchased. Others
have been strategically purchased to allow the substation
to expand if necessary. We receive income from these
properties, provided they are tenanted, and this rental
income is in line with the rental market in the
Christchurch area.

We are a lifelines utility under the Civil Defence Emergency
Management Act 2002, providing essential services to the
community. This means we are required to be operational
after a significant event. Our administration building was
built to Importance Level 4 (IL4). This means that the building
is designed to remain operational following a 1in 500 year
seismic event. The building is also equipped with a standby
generator, with 500 litre diesel tank, which is able to provide
back-up power.

As part of our Pandemic Response Plan, and to support
protocols we put in place during COVID-19 we established a
permanent emergency operational centre for our Controllers
and Customer Support team at our Papanui Zone Substation.

We are a lifelines utility
under the Civil Defence
Emergency Management
Act 2002, providing
essential services to

the community.

Our property assets must meet the following criteria:

« they must be fit for purpose and maintained in a
reasonable condition so the occupier can fully utilise
the premises

- they shall comply with all building, health and safety
standards that may apply

- they must be visually acceptable

8.6.2 Maintenance plan

We have no assigned ‘end of life’ for our corporate
properties. Our property asset management programme
ensures our corporate property is managed in a manner that
is consistent with Orion’s corporate obligations to deliver an
effective and efficient service.

We carry out regular inspections of our buildings to ensure
they remain in good condition and any need for maintenance
is identified. Several databases are used to assist us with

the management process such as our asset register and our
works management system. The risks that our corporate
buildings are exposed to are listed below, in no particular
order of importance:

. seismic damage

« liquefaction and subsidence

« defective drainage and guttering

« roof leaks

« vegetation/tree roots

- vandalism — repairs carried out as soon as reported

« rustand rot

« extreme weather conditions

. fire

. graffiti

Minor repairs are undertaken as they are identified in the
inspection process. Major repair and maintenance work is
scheduled, budgeted for and undertaken on an annual basis.
Vandalism and graffiti is fixed as soon as we are notified.

We have maintenance contracts in place with several service

providers to ensure that all aspects of our property and land
maintenance are covered.

8.6.3 Replacement plan

We have no replacement plan for our corporate properties.
These assets are maintained to ensure they provide the
required levels of performance.
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8.7 Information systems

871

Orion has a complex range of sophisticated information
systems that together support the operation of our network.
Here we outline what those systems do and how they
interact with each other.

Network information systems

8.71.1 Geographic asset information system

Our Geospatial Information System (GIS) records the location
of our network assets and their electrical connectivity.
It is one of our integrated asset management systems.

Full access to the GIS is continuously available to the Orion
team through locally connected and remote viewing tools.

Tailored views of GIS data are also available to authorised
third parties via a secure web client. Information stored in
our GIS includes:

+ land-base
- aerial photography

- detailed plant locations for both cable and overhead
systems

» a model of our electricity network from the Transpower
GXPs to the customer connection

« conductor size and age

Our asset information team updates and maintains the

GIS data. Data integrity checks between our asset register
and the GIS are automatically run every week. Systems are
in place to facilitate and manage GIS business development
in-house.

8.71.2 Asset database

Our asset database is our central repository for details of
the non-spatial network assets. Schedules extracted from
this database are used for preventative maintenance
contracts and network valuation purposes.

Information we hold includes:

. substation land (title/tenure etc.)

» transformers

« switchgear and ancillary equipment

. test/inspection results for site earths, poles and
underground distribution assets

» transformer maximum demand readings

» cables and pilot/communication cable lengths, joint and
termination details. This is linked to our GIS by a unique
cable reference number

« protection relays
» substation inspection/maintenance rounds
« poles and attached circuits

« valuation schedule codes and modern equivalent asset
(MEA) class

« field SCADA and communication system
« links to documentation and photographs

See table in Appendix C for more specific detail of
information held on each asset group.

8.71.3 Works Management system

All works activities are managed using an in-house
application. There is integration with our financial
management system that allows works orders to be
raised directly in Works Management.

Information held in Works Management includes:
« service provider/tendering details

« contract specifications and drawings

« management of customer connection requests
- auditing outcomes

- contract management documentation

- financial tracking

« job as-built documentation

8.71.4 Document management

We manage most of our key documents in Microsoft
SharePoint.

Our engineering drawings and standard documents are
controlled using a custom-built system. This system is used
to process the release of CAD drawings to outsourced
service providers and return them as “as-built” drawings

at the completion of works contracts. Standards and
policies maintained in-house are also controlled using

this system. Standard drawings and documents are then
posted directly on our ‘restricted’ website and the relevant
service providers/designers are advised via an automated
email process.

8.71.5 Connections Register

Our Connections Register, which links to the Industry
Registry, holds details of all Installation Control Points (ICP)
on our electrical network. There is an interface with our GIS
systems that enables accurate derivation of GXP information
by ICP and the association of ICP with an interruption.
Interruptions are routinely traced within PowerOn for the
high voltage network and the GIS for the low voltage
network using the in-built connectivity model. Accurate
information about the number of customers and interruption
duration are recorded and posted in near real-time to Orion's
external website.

8.71.6 Financial Management Information System (FMIS)

Our FMIS (Microsoft NAV) delivers our core accounting
functions. It includes the general ledger, debtors, creditors,
job costing, fixed assets and tax registers. Detailed network
asset information is not held in the FMIS.

There is an interface between the Works Management
system and the financial system to link project activities
to jobs.

8.71.7 Cyber security management

We have a number of protection systems and processes
in place to address the growing threat of cyber security
breaches. See Section 3.7.4.
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8.7 Information systems continued

8.71.8 Advanced Distribution Management System (ADMS)

We operate an integrated ADMS (PowerOn from GE)
that includes the following modules:

Network monitoring system (SCADA)

The electricity distribution system is monitored and
controlled in real time by the SCADA system. SCADA is
installed at all zone substations and an increasing number
of switching equipment. We are also progressively installing
SCADA at network substations throughout the urban area
as old switchgear is replaced.

Network Management System (NMS)

The NMS is a real-time software model of our high voltage
distribution network that sits above the SCADA system.

It allows interaction in real time with indication and

control devices to provide better information on network
configuration. This gives us the ability to decide on how to
respond to network outages, especially big events such
as storms, and manage planned maintenance outages to
minimise the impact on customers. The system also allows
us to automate some functions and improve response times
in network emergencies.

Outage Management System (OMS)

The OMS is the third component (along with the SCADA
and NMS functions) of a comprehensive “Smart” Distribution
Management System that drives much of our operational
activity. Outages are inferred from SCADA ‘trippings’ or from

customer call patterns and are tracked through their lifecycle.

Key performance statistics are automatically calculated and
an audit trail of HV switching activity is logged. Integrated
into the NMS and OMS is a mobile extension which delivers
switching instructions to field operators in real time and
returns the actions they have taken. It also delivers fault
jobs to field workers and tracks the progress of the job

as it is worked on. Jobs requiring further work by an
emergency service provider are automatically dispatched
to the service providers’ administration centre. Service
providers enter completion information directly into a
web-based application, and the job details automatically
flow through into the works database.

Mobile operating platform (Peek)

Field Operators interact with our Control Systems in real
time through an in-house developed mobile application
called Peek. An Operator receives operating instructions

in the field on a hand-held device and, as each operating
step is undertaken, updates the system. The completed
operating steps are available for the Control Room to see in
real time. Safety documents related to the operating order
are also provided directly to the hand-held device. A recent
enhancement to this application will also check that an
operator has the appropriate certifications for operating
the equipment associated with the order before allowing
them to proceed.

Distribution Power Flow Analysis (DPF)

DPF is a decision support tool for our Network Controllers.
It can perform network power analysis studies that compute
electrical network statuses and provide power analysis

data to Controllers. DPF studies can run as simulations and
include switching schedules and switching work/order
and patches.

Service Request Register (SRR)

SRR is a service provider online switching release request
system. The online release request system manages
requests from multiple service providers who wish to
undertake planned work on network equipment. This
replaces a largely manual, paper-based system for planned
outages.

8.71.9 Load Management

A high-availability Load Management system is used to
perform load shedding to reduce the magnitude of our peak
load and to respond to Transpower constraints. We also run
an “umbrella” Load Management system that co-ordinates
the load management systems of each of the seven
distributors in Transpower’s Upper South Island region.

This co-operative venture provides a number of significant
benefits both to Transpower and to each of the participating
distributors.

8.71.10 Network analytics

A database of well over 100 million half-hour loading

values is available for trend analysis at a wide range of
monitoring points in our network. The database also includes
Transpower grid injection point load history and major
customer load history. Several tens of thousands of new data
point observations are being added daily. Half hour network
feeder loading data is retrieved from the SCADA historical
storage system. This data is analysed to derive and maintain
maximum demands for all feeders monitored by the SCADA
system. Loading data is also archived for future analysis.

8.71.11 Data warehouse and Bl

A data warehouse that hosts data from financial, asset
management and control systems is in place to meet
increasing demand for more sophisticated business
reporting, analytics and dashboards. Microsoft’s
Power Bl is deployed throughout the business.

8.71.12 Interruption statistics

We automatically post outage information from the

PowerOn OMS into a regulatory reporting database.

After checking, the data is summarised along with cause

and location in an interruption register. Reports from this
register provide all relevant statistical information to calculate
our network reliability statistics (such as SAIDI and SAIFI)

and analyse individual feeder and asset performance.

8.7113 Demolition tracking

Demolition jobs are dispatched to the field and demolition
details returned electronically.

8.71.14 Condition Based Risk Management (CBRM)

CBRM is a spreadsheet-based modelling program that uses
asset information, engineering knowledge and experience
to define, justify and target asset renewals. For more
information on CBRM see Section 5.6.2.1.
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8.7 Information systems continued

8.7115 Health and Safety event management

Incidents are recorded, managed and reported in our safety
management system. This enables incidents and injuries

to be captured using a desktop client or in the field using

a phone-based application. This system also manages
non-staff related incidents, e.g. incidents affecting our
network and customer complaints.

8.71.16 Delivery billing system

We have contracted NZX Energy, a leading data services
and market place support company, to provide our delivery
billing system. The system receives connection and loading
information, calculates delivery charges and produces

our monthly invoices to electricity retailers and directly
contracted major customers.

8.7117 Power system modelling software

An integral part of planning for existing and future power
system alterations is the ability to analyse and simulate
impact off-line using computer power-flow simulation.

We use a power-flow simulation software package called
PSS/Sincal and can model our network from the Transpower
connection points down to the customer LV terminals

if required. An automated interface developed in-house

is used to enable power-flow models to be systematically
created for PSS/Sincal. These models are created by
utilising spatial data from our GIS, and linkages to conductor
information in our as-laid cables database and customer
information in our connection database records.

8.7.1418 Orion website

Our website is logically divided into two distinct areas.
One focuses on the delivery of information to our customers
and the other on interactions with third parties.

The customer facing portion of the web site provides the
following information:

« Customer outage reporting - details of planned, current
and past outages on our web site are populated
automatically by extracts from the PowerOn Outage
Management System. This provides accurate real-time
reporting of customer numbers affected by an outage.
Outages can be viewed as a list or on a map.

» Load management - we provide near real-time network
loadings, peak pricing periods and hot water control

« Electricity pricing

«  Company publications, regulatory disclosures and media
releases

« Public safety and tree trimming information

The interactive section of our website is a services portal that

manages third party access to a range of services.

Services include:

« connections-related service requests for new and
modified network connections.

« annual work plan

We are embarking

on the delivery of a
Customer Relationship
Management (CRM)
system that will become
a cornerstone for the
digitisation of business
processes and a key
platform to manage and
deliver services to our
customers.

. standard drawings, design standards, operating
standards, specifications

- network location map requests
« close approach consents
« new and modified connection requests

- livening requests for action by livening agents

8.7.2 Asset data integrity

Most of our primary asset information is held in our asset
database, GIS system and cable database. We hold
information about our network equipment from GXP
connections down to individual LV poles with a high level
of accuracy. The data has become more complete and
more accurate over time.

Due to improved asset management plans, regulatory
compliance and better risk identification and management,
asset information accuracy has improved. This has ensured
that we can locate, identify and confirm ownership of assets
through our records.

Although there will inevitably be some minor errors and
improved information will always be required, we believe
our information for most of the network is accurate. Some
information for older assets installed more than 25 years ago
has been estimated based on best available data. Examples
of this include:

- the conductor age for some lines older than circa 1990

- timber poles that went into service prior to the use of
identification discs

. older 11kV air break switches and cut-out fuses
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8.7 Information systems continued

8.7.3 Customer Relationship Management

We are embarking on the delivery of a Customer Relationship
Management (CRM) system that will become a cornerstone
for the digitisation of business processes and a key platform
to manage and deliver services to our customers. The CRM
will be built around Microsoft’s Dynamics platform and will
incorporate several functions currently managed through
other systems. It will establish a “single source of truth” for
customer related information and allow real time interactions
with other business systems.

The CRM will initially model a number of simpler customer
journeys and build to a more sophisticated solution over the
next four years.

8.7.4 Low Voltage Data Model

As part of a wider strategic initiative associated with
the future operation of our low voltage network we
are developing a model for the collection, storage and
consumption of data on the status and performance of
LV assets. A prototype is currently under development.

8.7.5 Corporate information systems

Our corporate business information systems and productivity
software support processes that run across Orion. They
include financial systems, employee management systems,
for example human resources, payroll, health and safety and
personal productivity software such as desktop applications,
email, web and document management.

Our supporting computing infrastructure hosts, connects and
provides access to our information systems. In most cases
we manage our computing infrastructure in house because
of the critical nature of some of our information systems and
the need for them to be continuously connected in real time
to equipment on the electricity network.

We deliver services using a combination of on-premise
and Software-as-a-Service as appropriate. Increasingly
key functions are delivered through cloud-based models
and as a consequence, subscription based services are
rapidly replacing software managed in house. Windows
365 for instance, is increasingly important for our standard
applications, document management and sharing, remote
working, and our productivity software (eg messaging

and calendaring).

The infrastructure supporting our information systems
includes:

+ HR/payroll — as a cloud based application the
performance and availability of this system is subject
to a service level agreement.

- Email system — the capacity and performance of our
Email system is adequate for the period of this plan if
there are no major changes required. Our email system
is @ mature and well established application. It will be
integrated with document management as part of the
current implementation.

- Desktop/laptop clients and operating systems —
our choice of operating system and desktop software
capacity/performance are adequate for the period of
this plan. The desktop operating system is current and
subject to regular security and performance updates
from Microsoft. Changes may be forced on us in the
future as new equipment becomes unsupported on the
current version.

+ Replicated computer room — we operate two
Transportable Data Centres linked by diverse fibre
networks which are both performing to expectations.

« VM and SAN - our VMware Virtual Server and Storage
Area Network infrastructure is managed through a life
cycle and regularly upgraded before performance issues
arise or warranties expire. Capacity and performance are
adequate for the period of this plan.

- Physical servers — we still occasionally use individual
physical service for specific applications. As with all
our infrastructure we manage these servers through
a lifecycle. The health of these servers are monitored
and we typically replace servers of this type in three
to five years.

. Desktops, laptops, tablets — we typically upgrade our
desktops and laptops on a three-yearly cycle. We expect
that the capacity and performance of this equipment will
not be adequate for the period of this plan.

8.7.51 Maintenance plan

All corporate systems are supported directly by our
Information Solutions group with vendor agreements for third
tier support where appropriate.

We employ a strict change management regime and
software releases, and patches are applied to systems

as necessary and only after testing.

Production systems are subject to business continuity
standards which include:

« an environment that includes development, test and
production versions

- mirroring of systems between two facilities to safeguard
against loss of a single system or a complete facility

« archiving to tapes which are stored off site at a third party
« change management processes

- least privilege security practices

8.7.5.2 Replacement plan

We employ a rigorous change management approach to

all software and hardware systems. Major changes to all
corporate business information systems will follow a project
proposal, business case approval, business requirements.

Where appropriate project costs are capitalised, including
around $1.2m of labour per annum.
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8.8 Vehicles

8.81 Asset description

We own 102 vehicles to enable us to operate and maintain
the electricity network, engage with the community and
respond to any events. Our goal is to ensure we have the
right vehicle in the right place at the right time with an
appropriately trained driver. Around 41% of our passenger
fleet has electric drive capability.

The performance criteria vary for each vehicle class. All are
operated within their manufacturer specified parameters.
Our vehicles are relatively new and regularly maintained.
As a result they are in good condition.

8.8.2 Maintenance plan

All vehicles within their warranty period are serviced
according to the manufacturers’ recommended service
schedule by the manufacturers’ agent. For vehicles
outside of their warranty the servicing requirements are
also maintained in accordance with the manufacturers’
specifications by a contracted service agent.

Around 41% of our
passenger fleet has
electric drive capability.

Table 8.8 Vehicle quantities and type

8.8.3 Replacement plan

Our fleet replacement plan aims to replace vehicles on a
like-for-like basis, where applicable, when the vehicle
reaches its designated age or distance covered. If the
fundamental needs of the driver change, the change will be
reflected in the type of vehicle purchased for replacement.
Where possible we purchase vehicles that better fit our
needs and where there is a demonstrable gain in safety,
efficiency, reliability and value for money. In keeping with our
strategic focus on sustainability and commitment to reducing
our carbon footprint, where they are fit for purpose we will
seek out electric vehicle options.

8.8.31 Creation/ acquisition plan

The aim is to have the right vehicle and driver to the right
place at the right time. This is a critical aspect of operating
our network in a safe, reliable and efficient manner. The key
drivers in our vehicle acquisition plan are:

. fitness for purpose

. safety

. reliability

. sustainability and fuel economy

« value for money/lowest economic cost over the life
of the vehicle (including disposal value)

- diversity within the fleet — spreading the risk

8.8.3.2 Disposal plan

Our vehicles are typically disposed of via auction. In this way
we achieve a market value for the vehicle and also incur the
minimum disposal cost in terms of time and money.

Description Quantity
Generator truck 4
Network operator utility 22
Electric Vehicle (EV) 10
Plug-in Hybrid EV (PHEV) 22
Other 45

Total 103

Lifecycle

20 years

5 years or 200,000 km
6 years

6 years

4 years on average (earlier for high km’s)
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Photo: Shot from Plantation Road, Hororata during a nor'wester at sunset;
photo taken by Orion Network Operator, Martin Van Beyere.
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941

Network expenditure forecasts

Our forecasts are based on our network opex and capex
programmes and projects as detailed in Sections 6 and 7.
These forecasts are based on the best information available

at the time of publishing.

911

Opex — network

Table 9.1.1 Opex network — $000

Category

Subtransmission
overhead lines

11kV overhead lines
400V overhead lines
Storms

Earths

Subtransmission
underground

11kV underground cables

400V underground
cables

Communication cables

Asset information /
management

Monitoring and PQ
Protection
Communication systems
Control systems

Load management
Switchgear
Transformers
Substations

Generators

Buildings and
enclosures

Grounds

Project management
resource (PMO)

Total

Totals from
1 April 2021 AMP

FY23

1,810

7721
5,350
245
325

348

2,100

2,895

120

3565

13
902
511
546
404
1791
1,542
687
40

1,315

505

750

30,375

27,675 274,425 26,920

FY24

1,680

8,867
4,150
245
300

348

2,100

2,895

120

455

53
882
491
621
404
1731
1273
678
40

1,215

515

750

29,813

FY25

1775

9,425

4,150
245
275

348

2,00

2,895

120

455

882
401
621
404
1701
947
678
40

1,215

515

750

29,958

FY26

2,015

17,905
5,050
245
295

348

2,150

2,895

120

455

922
401
621
404
1721
1,293
696
40

1,215

515

750

40,061

26,685

FY27

2,335

17,313
6,150
245
335

348

2,150

2,895

120

455

20
902
401
621
404
1731
1,283
687
40

1,215

515

750

40,915

27,080

FY28

2,280

17375
6,150
245
325

148

2150

2,895

120

455

16
902
401
621
404

1,808
1,283
687
40

1,215

515

750

40,785

27,035

FY29

2,330

18,464
4,950
245
300

148

2,150

2,895

120

455

902
401
621
404
1,793
1,283
687
40

1,215

515

750

40,673

27,095

FY30

2,315

18,748
4,950
245
275

148

2,150

2,895

120

455

922
401
621
404
1,868
967
696
40

1,215

515

750

40,705

27,030

FY31

2,265

19,365
4,950
245
295

148

2,150

2,895

120

455

902
401
621
404
1,833
957
687
40

1,215

515

750

41,218

27,000

FY32

2,265

17,865
6,150
245
295

148

2,150

2,895

120

455

902
401
621
404

1783
957
687
40

1,215

515

750

40,868

n/a

Total

21,070

153,048
52,000
2,450
3,020

2,480

21,350

28,950

1,200

4,450

243
9,020
4,210
6,135
4,040
17,760
11,785
6,870

400

12,250

5140

7,500

375,371

n/a
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91 Network expenditure forecasts continued

91.2 Opex — Network (Commerce Commission’s categories)
Table 9.1.2 Opex — network (Commerce Commission’s categories) — $000
Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

System interruptions 7,493 7497 7,496 7,447 7,444 7,445 7,445 7,445 7443 7,445 74,600
and emergencies

Vegetation 5,024 5129 5,231 9,376 9,372 9,372 9,373 9,373 9,371 9,372 80,993
Management

Routine and 15,457 15,191 15,193 20,415 20,701 20,843 20,887 20,019 20,803 20,449 190,958
corrective

maintenance &

inspection

Asset replacement 2,401 1,996 2,038 2,823 3,397 3124 2,968 2,868 3,602 3,602 28,819
& renewal

Total 30,375 29,813 29,958 40,061 40,914 40784 40,673 40,705 41,219 40,868 375,371
Totals from 27675 27425 26,920 26,685 27,080 27,035 27,095 27030 27,000 n/a n/a

1 April 2021 AMP

91.3 Opex contributions revenue

Table 9.1.3 Opex contributions revenue — $000

Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32  Total
USI load management (70) (70) (70) (70) (70) (70) (70) (70) (70) (70) (700)
Network recoveries (1,000)  (1,000)  (1,000) (1,000) (1,000) (1,000) (1,000) (1,000) (1,000) (1,000) (10,000)
Total (1,070) (1,070) (1,070) (1,070) (1,070) (1,070) (1,070) (1,070) (1,070) (1,070) (10,700)
Totals from (1100)  (1100) (1100) (1400) (1100) (1100) (1,100) (1100) (1100)  n/a n/a

1 April 2021 AMP

91.4 Capex summary

Table 91.4 Capex summary — $000
Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Customer connections/ 18,608 15,926 15,926 15,926 14,572 16,361 17,331 18,606 18,926 18,918 171,101
network extensions

Asset relocations 7122 7342 1,710 1,435 1,435 2,228 2,060 2,273 2,326 2,295 30,226
HV minor projects 4,500 4,500 4,500 5,500 5,500 6,388 6,869 7,502 7,661 7,657 60,576
LV projects 1,928 2,267 2,702 3,300 3,248 3101 3,257 3,388 2,51 2,507 28,208
HV major projects 24,026 27,408 17,922 25,828 21,835 18,004 15,454 12,484 14,739 13,363 191,062
Replacement 43,732 36,688 35,717 46,130 50,576 46,227 46,084 48,293 46,565 47,519 447,531
Project management 1,750 1,750 1,750 1,750 1,750 1,750 1,750 1,750 1,750 1,750 17,500
resource (PMO)

Capitalised 4,396 4142 3,453 4,317 4,275 4,062 4,006 4,072 4,080 4,059 40,863
internal labour

Total 106,062 100,023 83,680 104186 103191 98121 96,811 98,367 98,5557 98,068 987,068
Totals from 83,950 77773 71,952 77779 72,768 71917 62145 50,460 49776 n/a n/a

1 April 2021 AMP
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91 Network expenditure forecasts continued

91.5 Capital contributions revenue

Table 9.1.5 Capital contributions revenue — $000

Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Customer connections/  (1,238) (1,238) (1,238) (1,238) (1,238) (1,238) (1,238) (1,238) (1,238) (1,238) (12,380)
network extensions

Asset relocations (5,087) (5,263) (1,055) (917) (917) (1,264) (1,000) (1,000) (1,000) (976) (18,479)
HV major projects (1,736) (3,560) (972) - - - - - - - (6,268)
Total (8,061) (10,061) (3,265) (2155) (2155) (2,502) (2,238) (2,238) (2,238) (2,214) (37127)
Totals from (5,533) (5,633) (1795) (1,670) (1,670) (1,985) (1,745) (1,745) (1,745) n/a n/a

1 April 2021 AMP

91.6 Capex — Customer connections / network extension

Table 9.1.6 Capex — Customer connections / network extension — $000

Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

General connections 9,330 7,956 7,956 7,956 7273 8,167 8,651 9,288 9,448 9,444 85,469
Large connections 1,700 1,436 1,436 1,436 1,321 1,483 1,571 1,686 1,715 1,715 15,500
Subdivisions 3,999 3,406 3,406 3,406 3m 3,494 3,701 3,973 4,042 4,040 36,578
Switchgear purchases 673 649 649 649 596 668 707 759 77 771 6,892
Transformer purchases 2,906 2,479 2,479 2,479 2,271 2,550 2,701 2,900 2,949 2,948 26,662
Total 18,608 15,926 15,926 15,926 14,572 16,361 17,331 18,606 18,926 18,918 171,101
Totals from 9,553 9,257 9,257 9,257 9,257 9,257 9,257 9,257 9,257 n/a n/a

1 April 2021 AMP

941.7 Asset relocations / conversions

On occasion we are required to relocate some of our assets
or convert sections of our overhead lines to underground
cables at the request of road corridor authorities, councils or
developers. We negotiate with the third parties to share costs
and agree on timeframes. Our forecast for asset relocations /

conversions are shown in Table 9.1.7

Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
FY23 AMP 7122 7342 1,710 1,435 1,435 2,228 2,060 2,273 2,326 2,295 30,226
Contributions (5,087) (5263) (1,055)  (917) (917)  (1264) (1,000) (1,000) (1,000)  (976) (18,479)
Total 2,035 2,079 655 518 518 964 1,060 1,273 1,326 1,319 1,747
Totals from 1,839 1,879 585 460 460 595 535 535 535 n/a n/a

1 April 2021 AMP
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91 Network expenditure forecasts continued

91.8 Capex - replacement

Table 9.1.8 Capex — replacement — $000

Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Subtransmission 1,260 990 90 1,080 3,745 1,468 4,782 1,680 1,746 1,729 18,570
overhead
11kV overhead lines 9,047 11,087 1,597 13,127 15,637 18,960 18,962 19,356 20,106 19,916 157,795
400V overhead lines 750 570 570 570 525 619 670 607 631 625 6137
Subtransmission 50 50 50 50 50 50 50 50 50 50 500
underground cables
11kV underground 250 50 50 100 100 1,200 1,200 1,200 1,200 1,200 6,550
cables
400V underground 10,645 7,270 7,270 7,320 4,877 1,970 2,240 2,442 2,587 2,549 49,170
cables
Communication cables 60 60 60 60 60 60 60 60 60 60 600
Monitoring 135 95 95 95 60 7 77 81 84 83 876
Protection 3,475 2,007 500 2,336 1,804 863 990 2,737 980 2,633 18,325
Communication 1,183 1,195 1,045 495 495 435 471 498 519 512 6,848
systems
Control systems 1,618 980 1,280 1,880 1,830 203 128 310 28 - 8,257
Asset management 550 40 190 40 40 47 50 54 56 56 1123
systems
Load management 1,210 1,220 530 960 1,020 271 294 310 224 222 6,261
Switchgear 9,792 7,553 8,991 14132 15,368 13,274 1,877 14,434 13,647 13,282 122,350
Transformers 2132 2,466 2,346 2,868 3,948 5,737 3,151 3,331 3,460 3,427 32,866
Substations 755 660 658 622 622 557 603 637 662 655 6,431
Generators 20 20 20 20 20 - - - - - 100
Buildings and 530 225 225 225 225 265 287 304 315 312 2,913
enclosures
Grounds 270 150 150 150 150 177 192 202 210 208 1,859
Total 43,732 36,688 35,717 46,130 50,576 46,227 46,084 48,293 46,565 47519 447531
Totals from 36,381 35,441 34951 37,569 43,298 35,873 33,051 28482 27,885 n/a n/a
1 April 2021 AMP
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91 Network expenditure forecasts continued

91.9 Capex — replacement (Commerce Commission’s categories)

Table 91.9 Capex — replacement (Commerce Commission’s categories) — $000

Category FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Subtransmission 1,340 1,070 170 1130 3,795 1,518 4,832 1,730 1,796 1,779 19,160
Zone Substation 7,507 3,039 2,51 8,398 10,159 6,306 2,138 5,762 2,937 4,003 52,760

Distribution & LV Lines 6,196 8,136 8,646 10,176 12,641 16,283 16,336 16,667 17,441 17,245 129,767
Distribution & LV Cables 770 570 570 670 670 3,170 3,440 3,642 3,787 3,749 21,038

Distribution substations 2,599 2,953 2,833 3,355 2,955 3,763 3,619 3,833 3,987 3,947 33,844
& transformers

Distribution Switchgear 7,272 7,846 8,315 9,435 9,848 10,950 11,403 12,099 12,364 12,584 102,116
Other network assets 4,682 3,163 2,761 3,055 3,075 1,237 1,316 1,560 1,253 1,212 23,314
Quality of Supply 285 285 285 285 250 124 124 124 124 124 2,010

Other reliability safety 13,081 9,626 9,626 9,626 7183 2,876 2,876 2,876 2,876 2,876 63,522
and environment
Total 43732 36,688 35717 46,130 50,576 46,227 46,084 48,293 46,565 47,519 447,531

Totals from 36,381 35,441 34,951 37569 43,298 35,873 33,051 28,482 27885 n/a n/a
1 April 2021 AMP
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9.2 Non-network expenditure forecasts

9.21

This section describes our forecast opex to plan, operate and

Opex non-network

administer our network operations. It does not include opex
on our network assets, consistent with the Commission’s
required expenditure breakdowns and definitions.

Table 9.2 System operations and network support — $000

FY23 FY24
Infrastructure 1152 1142
management
Network management 4,552 4,550
Network operations 6,377 7131
Customer Support 724 724
Engineering 3,632 3,635
Works delivery 1,362 1,362
Customer connections 2,088 2,088
Procurement and 1,086 1,086
property services
Quiality, health, safety 829 829
and environment
Asset storage 840 840
Less capitalised (4,396) (4142)
internal labour
Total 18,246 19,245
Totals from 17,419 17,637

1 April 2021 AMP

FY25

1122

4,493
7121
724

3,635

1,362

2,088

1,086

829

840

(3.453)

19,847

17,864

FY26

1122

4,492
7130
724
3,640
1,362
2,088

1,086

829

840

(4,317)

18,996

17,504

9.2.2 Board of directors’ fees and expenses

Table 9.2.2 Board of directors’ fees and expenses — $000

FY27

1122

4,567
7139
724
3,640
1,362
2,088

1,086

829

840

(4,275)

19,122

17,796

FY28

1122

4,546
7148
724
3,645
1,362
2,088

1,086

829

840

(4,062)

19,329

17,820

FY29

1122

4,514
7157
724
3,645
1,362
2,088

1,086

829

840

(4,006)

19,361

18,210

FY30

1122

4,489
7176
724
3,645
1,362
2,088

1,086

829

840

(4,072)

19,289

18,696

FY31

1122

4,489
7175
724
3,645
1,362
2,088

1,086

829

840

(4,080)

19,280

18,734

FY32

1122

4,489
7184
724
3,645
1,362
2,088

1,086

829

840

(4,059)

19,310

n/a

Total

1,270

45181
70,738
7,240
36,407
13,620
20,880

10,860

8,290

8,400

(40,863)

192,023

n/a

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total
Board of directors’ 451 446 446 446 446 446 446 446 446 446 4,465
fees and expenses
Total 451 446 446 446 446 446 446 446 446 446 4,465
Totals from 446 446 446 446 446 446 446 446 446 n/a n/a
1 April 2021 AMP
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9.2 Network expenditure forecasts continued

9.2.3 Business support

Table 9.2.3 Business support — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Future network 1,475 1,475 1,475 1,475 1,475 1,475 1,475 1,475 1,475 1,475 14,750
People and capability 1,348 1122 1122 1122 1122 1122 1122 1122 1122 1122 11,446
Leadership 5,492 7,081 7,067 7156 7,061 7,061 7,061 7,061 7,061 7,061 69,162
Finance 1715 1,676 1,675 1,705 1,675 1,665 1723 1,665 1,675 1,705 16,879
Information solutions 4650 4,993 4906 4895 4916 4,895 4896 4915 4,896 4,895 48,857
Commercial 1,962 2,091 3,345 1,819 1,824 1,828 1,892 1,897 1,84 1,846 20,345

Customer and stakeholder 2,038 2,788 2,788 2,788 2,788 2,788 2,788 2,788 2,788 2,788 27130

Insurance 2,879 3,269 3,713 4,219 4,795 5,452 6,200 7,053 8,025 9132 54,737

Corporate property 1,033 1,033 1,036 1,009 1,015 1,018 1,018 1,019 1,017 1,016 10,214

Vehicles (1138) (1,138) (1138) (1138) (1,138) (1138) (1138) (1,138) (1138) (1138) (11,380)
Less capitalised (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (1,200) (12,000)
internal labour

Total 20,254 23,190 24,789 23,850 24,333 24,966 25,837 26,657 27,562 28,702 250,140
Totals from 19,097 19,151 19,161 19,263 19,396 19,472 19,571 19,741 19,798 n/a n/a

1 April 2021 AMP

9.2.4 Capex non-network

Table 9.2.4 Capex non-network — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Plant and vehicles 1,365 859 97N 1,059 834 1,546 695 679 1,056 1,056 10,120
Information technology 7,557 10133 8,130 9156 8,785 6,323 4,830 4,325 4,574 4,666 68,479
Corporate properties 290 291 707 408 794 295 296 297 298 298 3,974
Tools and equipment 1162 478 883 423 460 423 423 423 423 423 5,521
Capitalised internal labour 1,200 1,200 1,200 1,200 1,200 1,200 1,200 1,200 1,200 1,200 12,000
Total 11,574 12,961 11,891 12,246 12,073 9,787 7444 6,924 7,551 7643 100,094
Totals from 1 April 2021 AMP 7127 4,330 4772 4,910 4,296 5,312 3,955 3,745 4136 n/a n/a

9.3 Total capital and operations expenditure

Table 9.3 Total capital and operations expenditure — $000

FY23 FY24 FY25 FY26 FY27 FY28 FY29 FY30 FY31 FY32 Total

Capital 117,636 112,984 95,571 116,432 115,264 107,908 104,255 105,291 106,08 105,712 1,087,161
expenditure

Operational 69,326 72,694 75,040 83,353 84,816 85,525 86,317 87,097 88,506 89,326 822,000
expenditure

Total 186,962 185,678 170,611 199,785 200,080 193,433 190,572 192,388 194,614 195,038 1,909,161
Totals from 155,714 146,762 141,115 146,487 141,782 142,002 131,422 120,117 119,890 n/a n/a
1 April 2021

AMP
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9.4 Changes from our previous forecasts

The fluid nature of our operating environment is reflected
in the significant changes to this year’s 10 year forecast.

A large proportion of these changes are driven by the
pressure points of labour and material costs and overall
availability. Another major change is the forecast increase
in customer driven works predicted in the second half of
the programme. This can be attributed to carbon fuel based
industrial process heat converting to electrified alternatives
and ensuring our network adapts as a service platform

to facilitate technology driven customer choice. The total
increase of $270m capex and $85m opex, in the 9 year
overlap with the last AMP, across the categories has meant
that the internal support and project management against
works has increased the budget by $26m capex and

$7m opex. Details of changes to specific expenditure
categories are provided below.

9.441

An increase of $25m network operational expenditure due
to better scoping and pricing of our overhead refurbishment
work. There is also a $60m increase from FY26 onwards to
improve vegetation management and better technology

to inspect overhead lines.

Opex — network

9.4.2 Capex — asset replacement

There has been an increase of $87m in the asset renewal
area. This is largely due to more emphasis being placed

on the ageing underground network to ensure reliable
supply and to accommodate increase demand as more
electrification and EVs come online. There is also an increase
as a result of greater detail around our substation project
and design changes which have provided us with a firmer
idea of the cost of these projects.

9.4.3 Connections / extensions

We anticipate growth in the residential housing sector will
continue in the foreseeable future. A significant increase

in the size, number of subdivision developments and an
increase in medium density infill housing has driven the
need for additional network reinforcement works to support
this growth. The proposed government-led medium density
residential standards bill will also increase the available
areas for intensification across the Selwyn District and
Christchurch City Council. These factors have contributed
towards the need to increase our FY23 budget forecast and
beyond by $68.5m.

9.4.4 Assetrelocations

Apart from escalations in materials since last year,
a proposed undergrounding project of a section of our
66kV network has increased this budget by $5m.

9.4.5 HV minor projects

Across the period we have increased this budget by $15m
to strengthen the resilience of our network.

9.4.6 LV projects

This AMP introduces a proactive programme of
reinforcement to ensure our LV network can facilitate
the increased intensification and support the forecast
penetration of EVs. This has added an additional $14.5m
to the capex budget.

9.4.7 Maijor projects

We anticipate many projects will be required to facilitate
the connection of large-scale solar PV and to enable major
industrial customers to transition their process heating
requirements to electric to meet government emission
targets. This combined with the increases in material costs
has increased the budget by $54m.
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9.5 Expenditure variation

9.5.1 Network opex variation

Our total network maintenance spend for FY21 of $27.0m
was broadly consistent with our budget forecast of $30.5m.
The breakdown is shown in Figure 9.5.1.

Figure 9.5 FY21 opex variance @ Forecast @ Actual
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9.5.2 Network capex variation

Our network capex actuals for FY21 were $73.8m, compared
with our budget forecast of $61.9m. The breakdown is shown
in Figure 9.5.2.

Figure 9.5.2 FY21 capex variance @ Forecast @ Actual
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Overall there was an over-expenditure of $11.9m.

The majority of this is due to a higher than expected unit
cost per customer connection. There is also an under-spend
in asset relocations as some of the planned work driven by
third parties did not go ahead.
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Photo: Connetics crew at our Hawthornden Substation in Avonhead installing three new 66kV
cables delivering power from our Islington substation. This provides greater capacity, flexibility
and resilience to support new and existing customers in that area.
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1041 Introduction

This section describes our:

» key philosophies, policies and processes that enable us
to deliver our works programme and AMP objectives

« contract delivery process and how it enables us to
consistently deliver our work safely, cost effectively
and on time

« approach to works prioritisation and optimising resources

10.2 Service providers

Orion engages contractors and consultants, who we call
service providers, to design, construct, maintain and dispose
of our network assets.

Our service providers don’t have direct network
management responsibilities for our service — we engage
them for specified scopes of work or for contracts over
specific periods to meet the needs of our AMP objectives.

The key objective of our contractual relationships is to
ensure the safety, quality and capability of both our people
and the work being delivered. It will also ensure services
and materials are delivered on time, at an agreed cost and
to specified requirements. Our contracts are founded on
AS/NZS standard conditions for capital, maintenance, and
emergency works contracts.

Our Procurement Manual sets the framework for
authorised service providers to meet our AMP objectives.
Authorisation to undertake works on our network is subject
to a formal contractual agreement which specifies the work
categories that each service provider can undertake for us.

Service providers become responsible and accountable
for the requirements of the base contract, and the specific
conditions attached to specific projects or works orders.

When special circumstances arise, for example, a project
that requires specialist skills, we may invite other suitably
experienced and competent service providers to tender for
the work.

We welcome expressions of interest from suppliers who wish
to become authorised service providers for our network, and
we have a process that allows for this. We maintain a service
provider register which details the work categories that

can be undertaken by each provider — and we audit those
providers at appropriate intervals and times to ensure they
still comply with our requirements and specifications.

We monitor our service providers by work types on an
ongoing basis to ensure our overall service provider
competence, capability and health and safety objectives
are being met.

Figure 10.1 Orion contract delivery framework
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10.3 Contract delivery

We have transitioned away from a lowest conforming
tender model to a Primary Service Delivery Partner (PSDP)
contracting model. Connetics undertakes the role of

the PSDP and through the Project Management Office
(PMO), contracts construction and maintenance services

for overhead, substation and underground assets from
Connetics and other service providers. The new contracting
framework ensures we can deliver on our AMP and maintain
resilience in our service providers.

The new contracting framework became operational in
October 2021 and has positioned Orion to more effectively
and efficiently meet the following outcomes:

« support and enhance safety
« drive increased quality and efficiency

- develop people within the Orion Group and across
the industry

« deliver the resilience that Orion requires
« comply with our legal and regulatory framework

« contribute to Orion achieving its aspiration to be
New Zealand's most advanced electricity network

This model ensures a suitable platform to achieve future
sustainability, continued investment in people capability
and competence and ensures our service providers
have a dedicated focus on health, safety, quality and
the environment.

Our Procurement and Land Services team maintains the
contract and service level measures that are in place with
Connetics.

Our Network Delivery team is responsible for ensuring our
work is being delivered in a way that achieves long-term
value for our customers. The team does this by monitoring
and approving pricing as well as the service levels being
achieved. This team is supported as appropriate by our
operational and engineering teams.

Our Works Management information management system
supports the above processes — including tenders, contracts,
audit information and financial tracking.

Procurement of consultancy design services, property
related services, vegetation management services and major
equipment items are not a part of the PSDP model. Customer
initiated work may be procured outside the PSDP model.

10.31 Works programme

Our customer initiated and growth projects are prioritised
by our project prioritisation process, set out in Section 6.
Our replacement and maintenance programmes are set out
in Section 7.

10.3.2 Procurement

We adopt a risk based approach to our key procurement
decisions, while ensuring levels of authority that allow for the
efficient delivery of our AMP objectives. Our Procurement
Policy outlines our strategic approach to procurement.

Our key network risks and our proposed network
development priorities for the next period are outlined
elsewhere in this AMP.

Our contract delivery process recommends formal
procurement contracts with suppliers and service providers
where the value and risk is considered high, complex, novel
or likely to attract media attention, or come under significant
public scrutiny. We have a variety of procurement options
within our contract delivery framework which allow for
flexible contract options and conditions.

We aim to have fair and transparent procurement processes
that are free from fraud and impropriety, and are sustainable
from economic, risk, legal, community, and environmental
perspectives. We follow good procurement practice by:

« procuring fit-for-purpose goods and services

. considering whole-of-life costs of goods and services
when procuring

« being cost conscious and considering value for money

. identifying, assessing and managing our procurement
risks — financial and non-financial

« managing and mitigating any potential conflicts of interest
in an open and collaborative manner

- complying with our legal and contractual obligations
« continuous improvement
« ensuring sustainable value-add

Key policies which also provide procurement guidelines
include our Delegations of Authority and Fraud and Theft
policies. Our Delegations of Authority policy outlines our
general expenditure and approval rules and details the
expenditure authorities that allow our people to expediently
deliver our AMP plan and objectives, including approved and
unapproved expenditure. It also details authority limits for
asset disposals, and research and development.

Our ability to deliver our
AMP objectives relies on
an appropriate level of
competent, experienced,
and skilled people within
the Orion team, our

PMO and our service
providers.
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10.3 Contract delivery continued

10.3.3 Tenders

Tenders are our preferred method of engagement for the
supply of major equipment.

We assess tenders for equipment supply following a robust
assessment of process using weighted attributes such as
price, technical support, experience and reputation.

For the delivery of our planned and unplanned works on
overhead, substation and underground assets we utilise

our PSDP, Connetics, through a dedicated arms-length
Project Management Office (PMO), to plan and procure work
from Connetics or a number of other service providers.

The PMO uses a fair price methodology for assessing
and awarding works and apply unit rates where work
is repeatable.

We aim to maintain the relationships we have with our
service providers and seek to deliver our works at a whole
of life cost that is in the long term interest of our customers.

10.3.4 Resourcing

Our ability to deliver our AMP objectives relies on an
appropriate level of competent, experienced and skilled
people — within the Orion team, our PMO and our service
providers. The availability of sufficient and competent
people is essential to the delivery of our planned capital and
operational expenditure, our response to customer initiated
upgrades, and our ability to respond to network faults,
emergencies and natural disasters.

We proactively work with our PMO to assess the levels of
people resources necessary to deliver our objectives, to the
extent that is practical, while investing in competence and
capability. This provides for a base level of ongoing planned
work and people who can be quickly redirected to areas of
greater need following High-Impact-Low-Probability events.

Our Works General Requirements places certain overarching
obligations on our service providers:
« work shall be carried out safely, time mannerly and cost
efficiently, while ensuring customer satisfaction
« only authorised personnel may undertake work on
our network

« service providers shall have appropriate management
systems in place to deliver contractual obligations

« the preferred methods and controls to plan, execute,
monitor, control and close out works

Our Emergency Works Requirements covers our

expectations for urgent work — for example, due to weather

events, network failure or safety reasons. In this document

we describe:

« the up-front resources and contingency measures we
require service providers to have at all times

« how to prioritise emergency works

« the requirement for service providers to redeploy their
resources to us in a major emergency

« the use of authorised personnel for emergency work

« the methods and controls for network access during
emergency work

« the requirements for regular response and restoration
time assessments

- the levels and controls for emergency spares

Where economically justified, we plan our activities to
incentivise our PSDP and other service providers to grow
and maintain the delivery resources we need:

- internal resources — the Orion team and its structure
are described in Section 8 of this AMP. Section 8
also provides comprehensive overviews and the
responsibilities of each business support area and how
their capabilities help deliver our AMP objectives.

- service providers — we work with our service provider
resources to ‘smooth’ our opex and capex works as
much as practical to avoid unnecessary resource peaks
and troughs. This has two key benefits. First, our service
providers avoid the need to substantially ‘gear-up’ or
‘gear-down’ their resources for short term peaks. Second,
it provides our service providers with more certainty.

10.3.5 Delivery

We deliver our programme of planned and emergency works
using our PSDP framework, our service providers,
and our in-house team based in our Christchurch office.

Our Network Delivery team is responsible for the works
programming and delivery of our annual work plan in
conjunction with our PMO, supported as appropriate by our
other teams. They use our robust contract delivery processes
to safely construct, maintain and develop our network to
achieve our objectives. Our other in-house teams, as shown
in Section 8 of this AMP, provide and administer the vital
business and information support functions which enable

the successful delivery of our works programme.

We provide a highly responsive service to our customers
and community when managing situations where our
network capacity in localised areas may be constrained
or compromised by other parties. We provide the ability
for customers to connect to our network, or alter their
connection type or capacity, in a timely manner.

10.3.6 Audit and performance monitoring

We audit our contract delivery process using an audit
management guide based on an AS/NZS standard, and
we have a dedicated team, supported by external experts
as appropriate, for this. Our audit process allows for the
identification of health and safety hazards, conflicts of
interest and contractual or technical non-conformances.

We review longer term contracts for continual performance
improvement and to enable new initiatives as they arise.

We monitor our contract performance against our conditions
of contract.
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10.3 Contract delivery continued

Our key objective when monitoring contract performance
is continuous improvement including:

» enhanced collaborative and positive relationships with
our PSDP and service providers

« consistent reporting and tracking of contract performance
indicators

« the provision of information that allows for reporting,
benchmarking and trend analysis

« enhancing our customer experience by ensuring our
service providers are focussed on customer satisfaction

10.3.7 Conclusions on our ability to deliver
our forecast work programme

Historically we have been confident in our ability to deliver
our forecast opex and capex programmes as detailed in
our AMP.

The key reasons for this are:

« our plan is for a relatively smooth opex and capex spend
over the next five to ten years — this provides certainty for
our PSDP and other key service providers to continue to
invest in their resource and capability to meet our needs

» we have restructured our operational teams to efficiently
deliver our work programme

« being conscious of not wanting to take on more than
we can deliver, we have looked critically at our work
programme, and pared back expenditure in some key
areas to keep costs and resourcing within our capability
and support customer affordability

« we have a partnership approach with our PSDP and other
service providers and by sharing our long term proposed
works programme with them, they are able to plan ahead
to resource to meet our needs

« we are continuing to invest in the capability of the
Orion team

The impact of the global COVID-19 pandemic on costs and
supply chains, in particular on manufacturing and shipping,
and the possibility of further regional or national lockdowns
creates uncertainty we must manage and mitigate.
Currently we are experiencing some delays in long-lead
time equipment, but these delays are not expected to have
a major impact on our 10 year programme. We continue to
monitor the situation and assess the impact on our short

to medium term programme and manage as appropriate.

Our focus has always
been on continuous
improvement, and our
PSDP framework will
deliver long-term value
to our customers and
our stakeholders.

Other external factors could also impact our ability to
achieve our programme of work. For example, other EDBs
around New Zealand have increased their own opex and
capex and this could put a strain on available resources.
The only sustainable resolution to this increased demand is
to increase the supply of skilled people. As an EDB, our key
risk management approach to this issue is to clearly signal
our forecast work programme so that service providers have
the certainty they need to continue to invest in their people
capability.

Through our Energy Academy initiative, we are also
exploring options to increase wider industry training and
competence development.
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10.3 Contract delivery continued

Connetics’ base at Waterloo Business Park.
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Photo: Virtual reality creates an immersive environment, made possible
by power to both render and display the content.



Contents

Appendix A Glossary of terms

Appendix B Cross reference table

Appendix C Asset data

Appendix D Specifications and standards (assets)
Appendix E Specification and standards (network planning)
Appendix F Disclosure schedules 11-13

Schedule 11a  Report on forecast capital expenditure
Schedule 11b  Report on forecast operational expenditure
Schedule 12a Report on asset condition

Schedule 12b  Report on forecast capacity

Schedule 12c  Report on forecast network demand
Schedule 12d Report forecast interruptions and duration

Schedule 13 Report on asset management maturity

294

297

298

299

303

304
305
309
310
312
314
315
316

Appendix G Mandatory explanatory notes on forecast information

Appendix H Certificate for year-beginning disclosures

10 Year Asset Management Plan | Appendices

293



Appendix A Glossary of terms

A: Ampere; unit of electrical current flow, or rate of flow
of electrons.

ABI: Air Break Isolator; a pole mounted isolation switch.
Usually manually operated.

AC: Alternating current; a flow of electricity which reaches
maximum in one direction, decreases to zero, then reverses
itself and reaches maximum in the opposite direction.

The cycle is repeated continuously.

ADMS: Advanced Distribution Management System;
a software package to control and optimise the operation
of an electrical distribution network.

Alpine Fault: a geological fault, specifically a right-lateral
strike-slip fault that runs almost the entire length of
New Zealand’s South Island. It has an average interval for a

major earthquake at every 290 years, plus or minus 23 years.

The last major Alpine Fault earthquake occurred in 1717.

The longest known major Alpine Fault earthquake return rate
is believed to be around 350 years and the shortest around
160 years.

AMP: Asset Management Plan.

Bio-diesel: a renewable, biodegradable fuel manufactured
from vegetable oils, animal fats, or recycled restaurant
grease.

Bushing: an electrical component that insulates a high
voltage conductor passing through a metal enclosure.

Capacitance: the ability of a body to store an electrical
charge.

Capacity utilisation: a ratio which measures the utilisation
of transformers in the network. Calculated as the maximum
demand experienced on an electricity network in a year,
divided by the transformer capacity on that network.

CB: Circuit breaker; a device which detects excessive power
demands in a circuit and cuts off power when they occur.
Nearly all of these excessive demands are caused by a fault
on the network. In the urban network, where most of these
CBs are, they do not attempt a reclose after a fault as line
circuit breakers may do on the rural overhead network.

CBRM: Condition Based Risk Model; a modelling programme
which combines asset information, observations of condition
and engineering knowledge and experience to produce a
measure of asset health, the CBRM Health Index. The model
also produces forecasts of asset probability of failure, and

a measure of asset related risk in future years which can be
used for developing optimised asset renewal plans.

CCC: Christchurch City Council; the local government
authority for Christchurch in New Zealand.

Continuous rating: the constant load which a device

can carry at rated primary voltage and frequency without
damaging and/or adversely effecting it characteristics.
Conductor: the ‘wire’ that carries the electricity and includes

overhead lines which can be covered (insulated) or bare (not
insulated) and underground cables which are insulated.

CPP: Customised Price-Quality Path Determination set by
the Commerce Commission for Orion and in effect from FY15
to FY19. This determination applied to Orion to cover the
extraordinary period of network rebuilding during recovery
from the Canterbury earthquakes.

Current: the movement of electricity through a conductor,
measured in amperes (A).

Customer Demand Management: shaping the overall
customer load profile to obtain maximum mutual benefit to
the customer and the network operator.

DER: Distributed Energy Resources; the capacity for
customers to generate and store their own energy from
sources including solar and wind will see electricity fed into
grids locally, from households and businesses.

DERMS: Distributed Energy Resources Management System;
a software platform used to manage a group of distributed
energy resources.

DIN: Deutsches Institut fir Normung; the German Institute for
Standardisation. Equipment manufactured to these standards
is often called ‘DIN Equipment’.

Distribution substation: is either a building, a kiosk, an
outdoor substation or pole substation taking its supply at
11kV and distributing at 400V.

DPP: Default Price-Quality Path 2020-25; applies to
electricity lines businesses that are subject to price-quality
regulation and is set by the Commerce Commission. It sets
the maximum allowable revenue that the businesses can
collect. It also sets standards for the quality of services that
each business must meet.

DSO: Distribution System Operator; an entity responsible for
distributing and managing energy from the transmission grid
and other generation sources to the final consumers.

EV: Electric Vehicles; a vehicle that uses electricity for
propulsion.

Fault current: the current from the connected power system
that flows in a short circuit caused by a fault. Feeder: a
physical grouping of conductors that originate from a zone
substation circuit breaker.

Flashover: a disruptive discharge around or over the surface
of an insulator.

Frequency: on alternating current circuits, the designated
number of times per second that polarity alternates from
positive to negative and back again, expressed in Hertz (Hz)

Fuse: a device that will heat up, melt and electrically open
the circuit after a period of prolonged abnormally high
current flow. Gradient, voltage: the voltage drop, or electrical
difference, between two given points.

GXP: Grid exit point; a point where Orion’s network is
connected to Transpower’s transmission network.

Harmonics (wave form distortion): changes an AC voltage
waveform from sinusoidal to complex and can be caused
by network equipment and equipment owned by customers
including electric motors or computer equipment.
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Appendix A Glossary of terms continued

HILP: High-Impact-Low-Probability; an event that is not
likely to occur but will have significant consequence to
an organisation.

HV: High voltage; voltage exceeding 1,000 volts (1kV),
in Orion’s case generally 11kV, 33kV or 66kV.

ICP: installation control point; a uniquely numbered point
on our network where a customer(s) is connected.

Inductance: is the property of a conductor by which current
flowing through it creates a voltage (electromotive force) in
both the conductor itself (self-inductance) and in any nearby
conductors.

Insulator: supports live conductors and is made from
material which does not allow electricity to flow through it.

Interrupted N-1: a network is said to have ‘Interrupted N-T’
security or capability if following the failure of ‘one’ overhead
line, cable or transformer the network can be switched to
restore electricity supply to customers.

Interrupted N-2: a network is said to have ‘Interrupted N-2’
security or capability if following the failure of ‘two’ overhead
line, cable or transformer the network can be switched to
restore electricity supply to customers.

ISO 55000: International Standards for Asset Management.
kV: Kilovolts; 1,000 volts.
kW: Kilowatt; a unit of electric power, equal to 1000 watts.

kWh: Kilowatt hour; a unit of energy equal to one kilowatt
of power sustained for one hour.

kVA: Kilovolt-ampere; an output rating which designates the
output which a transformer can deliver for a specified time at
rated secondary voltage and rated frequency.

LCB: Line circuit breaker; a circuit breaker mounted on an
overhead line pole which quickly cuts off power after a
fault so no permanent damage is caused to any equipment.
It switches power back on after a few seconds and, if the
cause of the fault has gone, (e.g. a branch has blown off a
line) then the power will stay on. If the offending item still
exists then power will be cut again. This can happen up

to three times before power will stay off until the fault is
repaired. Sometimes an LCB is known as a ‘recloser’.

Legacy assets: assets installed to meet appropriate
standards of the time, but are not compliant with current day
safety standards.

Lifelines groups: local collaborations between lifeline
utilities. They aim to reduce infrastructure outages, especially
if HILP events occur. It was this collaboration that lead

us to invest to strengthen our key substations before the
Canterbury earthquakes.

LV: Low voltage; a voltage not exceeding 1,000 volts,
generally 230 or 400 volts.

Maximum demand: the maximum demand for electricity,
at any one time, during the course of a year.

MW: Megawatt; a unit of electric power, equal to
1000 kilowatts.

MWh: Megawatt hour; a unit of energy equal to one
Megawatt of power sustained for one hour.

N: a network is said to have ‘N’ security or capability if the
network cannot deliver electricity after the failure of ‘one’
overhead line, cable or transformer.

N-1: a network is said to have ‘N-1" security or capability if
the network continues to deliver electricity.

N-2: a network is said to have ‘N-2’ security or capability
if the network continues to deliver electricity after the failure
of ‘two’ overhead lines, cables or transformers.

Network deliveries: total energy supplied to our network
through Transpower’s grid exit points, usually measured as
energy supplied over the course of a year.

Network substations: are part of Orion’s primary 11kV
network all within the Christchurch urban area.

Ohm: a measure of the opposition to electrical flow,
measured in ohms.

ORDC: optimised depreciated replacement cost, prepared
in accordance with New Zealand International Financial
Reporting Standards (NZ IFRS) under International
Accounting Standard NZ IAS 16 — Property, Plant and
Equipment as at 31 March 2007.

Outage: an interruption to electricity supply. Power cut.

PCB: Polychlorinated biphenyls (PCBs) were used as
dielectric fluids in transformers and capacitors, coolants,
lubricants, stabilising additives in flexible PVC coatings of
electrical wiring and electronic components. PCB production
was banned in the 1970s due to the high toxicity of most PCB
congeners and mixtures. PCBs are classified as persistent
organic pollutants which bio-accumulate in animals.

PMO: Project Management Office.

Proven voltage complaint: a complaint from a customer
concerning a disturbance to the voltage of their supply which
has proven to be caused by the network company.

PSDP: Primary Service Delivery Partner.

PV: Photovoltaics; panels which convert light into electricity,
commonly known as solar panels.

Ripple control system: a system used to control the
electrical load on the network by, for example, switching
domestic water heaters, or by signaling large users of a high
price period. Also used to control streetlights.

RTU: Remote Terminal Unit; part of the SCADA system
usually installed at the remote substation.

SAIDI: System Average Interruption Duration Index; an
international index which measures the average duration of
interruptions to supply that a customer experiences in

a given period.

SAIFI: System Average Interruption Frequency Index; an
international index which measures the average number of
interruptions that a customer experiences in a given period.

SCADA: System Control and Data Acquisition.
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Appendix A Glossary of terms continued

SDC: Selwyn District Council; the territorial authority for
the Selwyn District of New Zealand.

STATCOM: Static Synchronous Compensator; a power
electronic device which regulates voltage by providing
or absorbing reactive power.

Transformer: a device that changes voltage up to a higher
voltage or down to a lower voltage.

Transpower: the state owned enterprise that operates
New Zealand’s transmission network. Transpower delivers
electricity from generators to grid exit points (GXPs) on
distribution networks throughout the country.

Voltage: electric pressure; the force which causes current
to flow through an electrical conductor. Voltage drop: is
the reduction in voltage in an electrical circuit between the
source and load.

Voltage regulator: an electrical device that keeps the
voltage at which electricity is supplied to customers at
a constant level, regardless of load fluctuations.

ZS: Zone substation; a major substation where either;
voltage is transformed from 66 or 33kV to 11kV, two or more
incoming 11kV.
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Appendix B Cross reference table

As our AMP has been structured as a practical planning tool,
it does not strictly follow the order laid out in the Electricity
Distribution Information Disclosure Determination 2012.

We have prepared the cross reference table below to help
the reader find specific sections.

Sections as per the Electricity Distribution Information Orion AMP SECTION
Determination 2012

-

1. Summary of the plan Executive summary

2. Background and objectives About our business
About our network

Supporting our business

o 0 o N

3. Assets covered About our network
7 Managing our assets
4. Service levels 4 Customer experience
5. Network development plans 6 Planning our network
9 Financial forecasting
10 Our ability to deliver
6. Lifecycle asset management planning 7 Managing our assets
(maintenance and renewal) 9 Financial forecasting
10 Our ability to deliver
7. Risk management 3 Managing risk
8. Evaluation of performance 2 About our business

4 Customer experience

9 Financial forecasting
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Appendix C Asset data

Data currently held in our information systems for the asset

group can be found in the table below.
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Appendix D Specifications and standards (assets)
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Design standards Document ID
Network design overview NW70.50.05
Safety in design NW70.50.07
Overhead line design standard NW?70.51.01
Overhead line design manual NW70.51.02
Overhead line design worked NW70.51.03
examples
Overhead line design NW70.51.04
technical manual
Cable distribution design NW70.52.01
Distribution substation design  NW70.53.01
Protection design NW70.57.01
Earthing system design NW70.59.01
Subtransmission protection NW70.57.02
design
Distribution feeder and NW?70.57.03
transformer protection
SCADA functional NW70.56.01
specification for remote sites
Substation design — NW70.53.02
customer premises
Technical Specifications Document ID
Works general requirement NW72.20.04
Overhead line work NW72.21.01
Overhead line re-tighten NW72.21.03
components
Tower painting NW72.21.05
Tower maintenance painting NW72.21.06
Tower inspections NW72.21.19
Overhead line inspection NW72.2111
and assessment
Thermographic survey NW72.21.10
of high voltage lines
Standard construction NW72.2118
drawing set — Overhead lines
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Appendix D Specifications and standards (assets) continued

Technical Specifications

Vegetation work adjacent
to overhead lines.

Cable installation and

maintenance

Excavation, backfilling and
restoration of surfaces

Standard construction
drawing set — Underground

Cable testing

Cabling and network
asset recording

Distribution cabinet installation
Distribution box installation

LV underground network

inspection

Unit protection maintenance
Zone substation inspection
Zone substation maintenance
Disposal of asbestos
Hazardous substances

Standard construction drawing
set — high voltage plant

OCB servicing after operation
under fault conditions

Partial discharge tests

Air break isolator
maintenance — 11kV

Distribution substation

inspection

Distribution substation

maintenance

Network substation inspection

Network substation

maintenance

Environmental management

manual

Document ID

NW72.24.01

NW72.22.01

NW72.22.02

NW72.21.20

NW72.23.24
NW7112.03

NW72.22.03
NW72.2210
NW72.2112

NW72.27.01
NW72.2313
NW72.23.07
NW70.10.25
NW70.10.02
NW72.21.21

NW72.2315

NW72.27.03
NW72.21.04

NW72.23.03

NW72.23.05

NW72.23.04
NW72.23.06

NW70.00.08

Overhead subtransmission

Overhead 11kV

Overhead 400V

Underground subtransmission

Underground 11kV

Underground 400V

Communication cables

Circuit breaker & switchgear

Power transformer & regulators

Distribution transformers

Protection systems

Load management systems
Distribution management system
Network property

Generators
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Appendix D Specifications and standards (assets) continued

Technical Specifications
Power transformer servicing

Mineral insulating oil

maintenance

Transformer installations

(distribution)

Transformer maintenance

(distribution)

Testing and commissioning
of secondary equipment

Ripple control system details

Ripple equipment

maintenance

SCADA master maintenance
SCADA RTU maintenance
Kiosk installation

Graffiti removal

Equipment Specifications
Poles — softwood

Poles — hardwood

Insulators — high voltage

Conductor — overhead lines

Cross-arms

Earthing equipment and

application

Cable Subtransmission — 33kV

Cable Subtransmission
— 66kV — 300mm2 Cu XLPE

Cable Subtransmission
— 66kV - 1,600mm2 Cu XLPE

Cable Subtransmission
— 66kV —1,000mm2 Cu XLPE

Distribution cable 11kV
Distribution cable LV

Communication cable

Document ID
NW72.23.25

NW72.23.01

NW72.23.16

NW72.23.02

NW72.27.04

NW70.26.01
NW72.26.02

NW72.26.04
NW72.26.05
NW72.2314
NW72.22.11
Document ID
NW74.23.06
NW74.23.08
NW74.23.10
NW74.2317
NW74.23.19
NW74.23.20

NW74.2314
NW74.23.30

NW74.23.31

NW74.23.35

NW74.23.04
NW74.2311
NW74.23.40

Overhead subtransmission

Overhead 11kV

Overhead 400V

Underground subtransmission

Underground 11kV

Underground 400V

Communication cables

Circuit breaker & switchgear

Power transformer & regulators

Distribution transformers

Generators

Protection systems

Load management systems

Distribution management system

Network property
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Appendix D Specifications and standards (assets) continued

Equipment Specifications
Switchgear — 400V indoor
Circuit breaker — 66kV
Circuit breaker — 33kV indoor

Major power transformer
7.5/10MVA 66/11kV

Voltage regulator 11kV

Major power transformer
11.5/23MVA 66/11kV

Major power transformer
2.5MVA 33/1kV

Major power transformer
20/40MVA 66/11kV

Transformers — distribution
Ripple control system

Kiosk shell — full

Kiosk shell — half

Kiosk shell — quarter

Asset management reports
AMR - Protection Systems
AMR — Power Transformers
AMR — Switchgear HV and LV
AMR — Overhead Lines — LV

AMR — Overhead Lines —
Subtransmission

AMR — Overhead Lines — 11kV

AMR — Cables —
Communication

AMR — Cables — LV
and Hardware

AMR - Cables — 11kV
AMR - Cables — 33kV
AMR — Cables — 66kV
AMR — Circuit Breakers

Document ID
NW74.23.23
NW74.23.25
NW74.23.28
NW74.23.07

NW74.2315
NW74.23.16

NW74.23.22

NW74.23.24

NW74.23.05
NW74.23.09
NW74.23.01
NW74.23.02
NW74.23.03
Document ID
NW?70.00.22
NW?70.00.23
NW?70.00.24
NW?70.00.25
NW?70.00.26

NW70.00.27
NW70.00.28

NW70.00.29

NW?70.00.30
NW70.00.31

NW70.00.32
NW70.00.33

Overhead subtransmission

Overhead 11kV

Overhead 400V

Underground subtransmission

Underground 11kV

Underground 400V

Communication cables

Circuit breaker & switchgear

Power transformer & regulators

Distribution transformers

Protection systems

Load management systems
Distribution management system
Network property

Generators
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Appendix D Specifications and standards (assets) continued
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Asset management reports Document ID
AMR — Communication NW70.00.34
Systems
AMR — Distribution NW70.00.36
Management
AMR — Load Management NwW70.00.37
AMR — Monitoring NW70.00.38
AMR — Generators NW?70.00.39
AMR — Transformers — NW70.00.40
Distribution
AMR - Voltage Regulators NW70.00.41
AMR — Property — Corporate NW?70.00.42
AMR — Property — Network NW70.00.43
AMR — Substations NW70.00.44
AMR — Vehicles NW?70.00.47
AMR — Information Systems NW70.00.48
(Asset Management)
AMR — Information Systems NW?70.00.49
(Corporate)
Appendix E Specification and standards (network planning)
Design standards Document ID
Network architecture review: subtransmission NW70.60.16
Urban 11kV network architecture review NW70.60.06
Network design overview NW70.50.05
Project prioritisation and deliverability process NW70.60.14
Long term load forecasting methodology for subtransmission and zone substation NW70.6012
Demand side management stage 1— issues and opportunities NW70.60.10
Demand side management stage 2 — potential initiatives NW70.6011
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Appendix F Disclosure schedules 11-13

This section contains the Information disclosure asset
management plan schedules.

Schedule  Schedule name

Ma Report on forecast capital expenditure

11b Report on forecast operational expenditure

12a Report on asset condition

12b Report on forecast capacity

12¢ Report on forecast network demand

12d Report forecast interruptions and duration

13 Report on asset management maturity
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Appendix F Disclosure schedules 11-13 continued
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Appendix F Disclosure schedules 11-13 continued

‘syjuswypedap |euonesiueblio
pue sjenpiaipul Jo sanjjiqisuodsas pue
sajos Bujuyap uonejuawndoq (s)uejd
Juawabeuew 1asse s,uonesiuefio ay L

*UONEDIUNWIWOD JO S2USPIAT
‘K1ani|op ueld ul 9|01 SI9AI9D31 BU} |IR1SP
ya1ym (s)uejd wouy paausp suswndoq
‘(s)uerd 10y s1s1] uONQLISIQ

‘(s)ueid yuswabeuew
19sse s,uonesiuebio ay |

‘sjuawnoop Bupjiom
Buioddns pue ABajesss yuswabeuew
19sse pajuswnoop s,uonesiuebio sy

Ojul PaIUBWINI0P/PI03Y

‘wea} Juswabeuew aduewiopad ay}
‘ajeudoidde J| “siebeuew Buussuibus
pue 9dueUSUIRW ‘suonesadQ ‘walsAs

Juswaebeuew jasse ay} Joy Ayjiqisuodsal
|Ie49A0 Yim Wwes) Juswasbeuew oy

‘s1a11ddns pue

suonouny A1aAljaq "walsAs Juswabeuew
19sse ay} 1o} Ajjigisuodsal ||e1ano

yum wea) uswasbeuew sy

‘siobeuew Buposuibua

pue adueUSUIRW ‘suoneiadQ ‘WwalsAs
Juawabeuew jasse ay} 1oy Ayjiqisuodsal
||BI9A0 yum weay Juswabeuew ay ]

jswabeuew }asse ul pasn sassadold
pue spoyaw Bundope pue buidojrap
10} 3|qisuodsal asoy ] uswabeuew
19sse 10} Ayjiqisuodsal ||eiano

sey 1ey) wea) Juswabeuew ay |
'$9]0A2-8)1| pajeIdOSSE JIdY) pue
SwalsAs jasse ‘sadA} josse ‘sjasse auy}
Jo abpajmouy Ladxs yum uonesiuebio
Y1 ul s|doad uswabeuew do|

oum

‘suonoe

ueld 19sse jo A1anijep 10y Ajjigisuodsal
N0 319s (s)ueid ay} [|om moy salojdxe
uonsanb siy] uonesiuebio sy} ssoide
suonoe Jo Juswubije salinbai osje
‘palinbal y1om ayj 1o A1ied 0} Ayloyine
pue Ayjiqisuodsal pajebajep usiyns
Buiney 1aumo jey () pue paiedoje
Jaumo ue (g) ‘paynuspl Ales|d buiaqg
suonoe (1) uo sayjal (s)ueld uawabeuew
19sse Jo uonejuaWwaldwl YL

‘wiay} 9sn 0} pasu
oYM 350y} O] JUBAS|D. SI 1Ry} Aem e ul
pajeduNWwWod aq 0} pasu (s)ueid ay )
“(s)uonouny Bujigeus axepspun

oym asoy} pue sialjddns pajoesjuod
Buipnpoul ‘@soy} ||e 0} pajedIuNwWWwod
ale Aay) ssa|un aAnDaYaUl 3 ||IM Sueld

‘palinbai s921n0sal

oy} pue 1no paued aq 0} ale Aay}
uaym ‘(s)walsAs 19sse 1o/pue s}asse
Y1 Jo aduewlopad pue sysu ‘S1S0d
ndo 03 paJinbal saiAloe pue sysel
oyads ayy Ayizuapl 0} paau |im (s)ueid
10 JuswdojaAsp 8y ‘PAASIYDe o] (1M
S9ARD3[q0o ay} moy mou saped ||e jey}
os (s)ueid |eonoeld ojul paje|suel} g 0}
paau ABajelss Juswabeuew 19sse ay |

‘ABajens

Juswabeuew 19Sse S Ul JUNOJdE Ol
9)2A0841| e} 03 duop sey uonesiuebio
ue jeym saioldxa uonsanb siy

(G Svd 4o (P L'€Y Ul pasiubodal

Sl juswalinbal siy} ‘9|dwexs 104)
‘'swa)sAs jasse pue sadA} josse

‘s19sse 9y Jo 9]2A29))| B} 4O JUN0dR
9] 0} paau 8y} S! Siy} o auodwod
A3y ¢ ‘spiepueis A pasn Ajlapim
yum uerdwod uonesiuebio ue jo
slewiiey ay st diyspiemals 19sse poos

Aum

'SaNUNUOD SNV
1S91E| 8Y) UIYIM SISALIP 3Y) JO ssauaieme pue Bujuies Buiobug
110M JO 58d0DS S10310R4UOD PUE AY|IGRILUNODIDY JO SIUSWSIRIS
JJBIS Ul PAPN[OUI MOU S| SNJ0J PUB SUONDE JINY 104 Aljiqisuodsay

‘dINV 9U3 Ul oM
J0 sawwelboid Aoy uo Ajlenuue pajepdn os|e a.e siapiroid 8dIAI9S
*31IS J2URJIUI BUIJUO B} BIA pue uoljesiuebio ay) INoyBno.y) Sjqe|ieAe
S| NV UL "LEOT UD4BIN LE 0} 1Z0Z IHdY | Woly sieah o) 1xau au3 1o}
s1seda.10 ainjpuadxe pue 3iom jo swwelboid ‘saonoeid “ABarens
pajepdn ZN UOLIQ dU} S19A0D UdIym a1epdn dINY LZ0Z Jua1nd ayL

‘ABajelis ssauisng ayy yum ubije o} pajepdn usaq

SABY SJUBWINDOP 8SBU} JO || "Swea) 9|24yl pue Buusauibus ayy Aq
pajjonuod Ajabue| aie 1ng ssauisng ay} ulyim Jspjoyaxels aieudoidde
SU1 YIM YIS SJUSWND0P 953U} JO ddurUSIUIRW BUIOBUO pUE UONESId By L
'SSE[D 19SSe YRS 10J SONIANDR 9]2Ad3}l| U} [Ie19p PUE S|qe|IRAR SpeL
ale (YAY) sHodal Juswabeuew jasse [ENPIAIPU| ‘Wweas) swwelbold
IOMISN Syl YiM IS pue pajusawndop ale suejd ylom pajielaq dINY Sui
uiyum Ajpeoiq pajuawnoop s uejd 3iom Juswabeuew }asse s,uouQ

1Ryl UIyNMm saway) d16a1ens

ay} pue ABajens dnoib 1no yum ubije o} pasoidwi usaaq sey siyj
‘ueid awabewew

19SS U} JO §'Z UONDSS Ul P3|IeIap SI Siy] "SaAlda(qo pue

seale snooy ABajelis Juswabeuew 19sse ay} Ul PAIPOqd Si SIYL

Alewwing—asuapiag

2Pajusawnoop suonoe
ue|d 19sse jo A1anlep

. 1oy saniiqisuodsal
QL€ pareubisap aie moH
PZSCINETFICTH

Ul 9|04 SBAI98. B}
o} ajeudoudde jie19p
10 |9A9) & 0] saned
jueAs|al ||e o} (s)uejd
S}l paledIUNWWOod
uonesiuebio

ay1 sey moH

STAS

SwalsAs 1asse pue
S}osse S) JO sa
31242 ay| 81 ssouoe
(s)ueld uawabeuew
195SE S} JUBWNDd0P pue
ysl|igeisa uonesiuebio
3} SO0p MOH

ST

diyspiemars

sey uonesiuebio ayy
Y2IYm I3N0 SwalsAs
j9sse pue sadA} josse
‘s1osse oy} Jo 9|2Ad9)l
3y} JO JUNoddE dxe)}
ABajens juswabeuew
19sse s,uonesiuebio
2y} saop Aem jeym u|

ST

21038 uonsand

(s)ueid
Juawabeuew Jassy

(s)ued
juswabeuew 19ssy

(s)ueid
Jawabeuew 19SSy

ABajens
Juswabeuew 19ssy

uondung

6Z

Lz

9T

I
‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

318



Appendix F Disclosure schedules 11-13 continued

‘piepuess pasiubodal e

Ul IN0 38s sjuawalinbai yum Aldwod
0} pauinbai piepuels ay) ssedins
(so)sseo0ud s,uonesiuebio ay|

‘piepuels pasiubodal e

Ul 1IN0 38s sjuawalinbai yum Aidwod
01 pauinbal piepue)s ay) ssedins
(s®)ss@d0.d suonesiuebio sy

‘plepuels pasiubodal e

u11no 39s syuawaiinbai yum Aidwod
01 paiinbal piepuels ay) ssedins
(so)ssao0ud s,uonesiuebio ay |

‘piepuels pasiubodal e ul

N0 18s syuawaiinbas yum Al dwod
0} paiinbai piepueis ayy ssedins
(s®)ssao0ud suonesiuebio ayy

v 19A97 e

-a1eudoidde si suonoe ueid

19SSE JO JUaWaAsIyde Joj Alioyine
pue Ayjiqisuodsal pajeubisag
‘suoioe Jo AISAIISP 9|qeus o} [Ie1ep
ajenbape si a19y) pue suonde
Kianjap auy 10} s suodsau
JusWNJ0p ARUSlSISUOD

(s)ueid Juswabeuew 18ssy

‘AloAnoaye pasn

Buiaq aie Aoy} 1ey) UONRWLIUOD SI
219y} pue (s)ueld ay3 jo A1aalap oy}
ul s)salaqul ssauisng Jo uonedppied
119y} 03 djeudoldde (1B19p JO [9AD] B
0} S19pIN0Id SDIAISS PB1ORIUOD pue
s1ap|oyaxels ‘seakoldwa Juensal
J|e 0} pajediunwwod ale (s)ued ay |

saseyd

91942 9y)| ||B SSOJOR SBAIRA[qO
jJuswabeuew jasse pue Abajens
Juswabeuew 19sse ay} dAdIYde 0}
S}OSSE |BDI}IID pUB SWa)SAS jasse
1o} paulelulew pue pajuswajdwi
‘pajUSWNI0P ‘PaYsI|qelSS Bl
(s)uejd uswabeuew jassy

‘SWaysAs
19sse pue sadAj }asse ‘sjasse s} Jo
11e 40 92A28)1| 8Y1 JO JUNODJ. SaXe)

ABajens uawabeuew jasse ay |

€ 19897 Aumey

‘uonesjueblio ayy uyIm
syuawuBlesiw a1 218y} Jo/pue
‘ayenbapeul /o1eudoiddeu) aie s|jaA9|
Auoyine/Ayiqisuodsal ing suoioe
Jo A1an|ap 8y} 10} s suodsal
JuaWwndop Ajjusisisuod

(s)ueid Juswabeuew 18ssy

*uolIN|0Sal SPIEMO} BUDIOM S| Se
papaau s| Juswanoidw sasiubodal
uones|uebio sy “uonedIUNWWOD
ajendoiddeu) 1o 8ya|dwodur ul
Bunnsal saided jueasjal Bulkyiuapi
Ul S9SSaUNRaM IR 318U} INg AI9AIIBp
10y 3|qisuodsal 8soy) Jo 1sow 0}
pajesiunwiwod ale (sjueid ay |

‘ABajesss Juawabeuew josse

Y} pue saAafqo Juswabeuew
19sse 0} paubije Aliea|d ‘sal
31942 3y ||e J9A02 Jey) (s)ued
Juswabeuew 19sse pajuaWwnIop
‘anisuayaidwod adeld uj Bumnd jo
ssad0.d oy} ul s| uonesiuebio ayL

‘SWa)sAs

19sse pue sadA} josse ‘sjasse sy
4O ‘||B J0U INq ‘BWOS JO 32429y
3y} Jo Junodoe saxe} Abajelns
Jawabeuew jasse wial-buo| ayl

Z 19897 Aumey

‘Ayjigeunodoe jeuonesiuebio
yum suawubijesiw uieuod 1o
/pue KISAI|SP SAIDSYS SINSUS O}
ajenbapeul [9A8] uonebalep 10
/pue 1enbapeul uoneuswa|duwi
10} sanUoyINe pue s9
1o/pue SalIAIde pue su
Jo A1aniap 104 si
JuBWNO0p ARUslsisuooUl

(s)ueid uswebeuew j1ossy

20y-pe 10
Jejnba.ll 1oy st A1aAljap 1oy
3|qisuodsal 8s0y} 0} paiedIUNWWOoD

4o
“(s)ueid ayy Jo Aianilsp
10y 3|qisuodsal 8soy) Jo swos o}
pajediunwiwod ale (sjued ay |

“(lesodsip

pue BUIUOISSILILIOdSP SdURUSIUIRW
‘uones||n ‘quawadueyud ‘uonisinboe
‘uoneald yasse Buipnioul) 91942 8yl
19SSE [N} 9Y)} UOIRISPISUOD OJul aHe]
10U op pue saAndalqo pue ABajens
juswabeuew 19sse ayl yum paubije
jou ale A9y} Ing (s)ued Juswabeuew
19sse sey uonesiuebio ay

‘SwalsAs 19sse pue

sadA} j9sse ‘s}asse syl Jo 912429y Uy
ssalppe o} ABajeuts Juswabeuew
j9sse sy Buiyelp si uonesiuebio

By} pue ‘po0ISISPUN S| PISU BY L

1 19897 Aauniey

19558 JO AIaAII9p 10} S:
pajusaWN20p J0u sey uonesiueBio ay L

‘sioyjne ay} 0y
pawi| st uonnquisip J1Isyy Jo (s)uerd
aAeY Jou sa0p uonesiueBio sy

‘sjesse
221D pue SWasAs jasse Bullenod
(s)ueid uswabeuew j1osse a|qelUSP!
ue 9ARY JoU S20p uoNesiuebIo dy L

‘ABajesns yuswabeuew jasse

ue aAey jou seop uonesiuebio ayy
40

sebeuew )l 1eyy

SWa)sAs 19sse 10 sadA) 1osse ‘sjasse

3y} Jo 9124291 3y} 0} p1eBal anp yum

paonpoud si ABajeus Juswabeuew

19SSk S}l Jey] 2INsus 0} pasu sy}

paJapisuod jou sey uonesiuebio sy

0 19A97 Ainiey

Jpajuswindop
suonoe uejd 19sse Jo AiaAlap o}

PZSCUIEBIETH T

9]0l s, JoA19231 8y} 01 Sjendoidde
|1e19p JO [9A3) B 0} saned JueAs|al
|le 03 (s)ueid sy pajedlunwwod
uonesjueblo sy sey moH

$SWa)SAS 19sSe pue s1asse si Jo
IAIROR 91242 91 Y3 ssoude (s)uejd
awabeuURW 19SSE S} JUSWNI0P pue
ysi|ge)sa uonesiuehio ay) S90p MOH

idiyspiemars

sey uonesjueb1o ay1 yaIym Jano
Swa)sAs josse pue sadA} jasse
‘s}9sse oy} Jo 92A29)1| 8yl JO JUNodIE
oy e} ABajel)s Juswabeuew 19sse
s,uonesjuebio sy} saop Aem 1eym uj

uonsan®

(s)ueid
wawabeuew 19ssy

(s)ueid
wawabeuew 19ssy

(s)ueid
juswabeuew 19ssy

ABajens
uswabeuew 19ssy

uondung

6C

Lc

9z

Ll

‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

319

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

‘ajendosdde se

s1ap|oy-isod jo (s)ued yuswdorap
|euosiad pue saandslqo/siabie) lenuue
‘s1opjoy-3sod jo suonduosap qol ‘sueyd
|euonesiuebio ‘waisAs Juswabeuew
19sse s} 0} bune(as s)uswndop
s,uonesiuebio ay) spnjdul Aew 9duUSpIAg
‘sanjigisuodsal J1ay) pawnsse aney

pue pajulodde uaaq aney (s)uejd pue
saAndalqo “ABajelss Aoijod Juswabeuew
19sse Jo AIaAlap 9y} 10} A; suodsal
yum siabeuew jeyy a3usping

's19151691 Sl pue SIUBWISSOSSE

3su s,uonesiuebio ay ‘sapusblaws
yum Buieap 104 (s)ainpasoid

pue (s)ueid s,uonesiuebio sy

‘ued Juswabeuew

19sse ay} Jo A1aA119p 8y} 1oy sainpadoid
pue sassadolid pajuswnooq ‘(s)ueid
Juswabeuew 1asse s,uonesiuebio ay |

0jul PaIUBWIND0P/PI0I3Y

pajejal-1asse uo bupjiom ajdoad
‘(s)ueid pue saandalqo ‘ABajens
‘Ao1jod Juswabeuew jasse Jo A1anllop
ayy 1oy Ayjiqisuodsal Juswabeuew
yum ajdoad uswabeuew doj

‘suonenys
Aousbiawa pue suspioul yum Bulesp
10} (s)aunpadoud pue (s)ueid ayy uiyum
sannp pajeubisap yium a|doad ‘wes)
JuSWSSaSSe Ysu s,uonesiuebio sy
“(s)uejd Aousbiawas Buidojanap 10y
Aupgisuodsas yum sebeuew ay |

NIAOE paje[al-19sse
s,uonesiuebio ay} uo Bupjiom siapiroid
SJIAISS pue wea} ﬂszQLJUOLQ 2yl
areudoidde aisyp) ‘wes) Juswabeuew
@ouewlopad ay; ‘erendoidde

‘weas) Juswabeuew aduewiopad ay)
‘ajendoidde y ‘siabeuew Bunesuibus
pue aoueUSUIRW ‘SuonelddQ ‘waysAs
Juswabeuew 1asse ay} 1oy Aljiqisuodsal
11BI19A0 UM Wwea} Juswabeuew ay |

oum

(S5 Svd 40

I't't S (b piod ul paupIU0d Juswalinbal
QY] WOl J2UNRSIP 910491943 } Bupw

‘G5 SVd 40 Lty s (q piod “63

519SSD S,U0NDSIUDBIO BY) 0 SSDD.I
‘uopgsanb syy 1) “seniqisuodsai Jisyy

uIny 01 Aoyine Aiessadau ay) aney
oym a|doad ajendoidde o3 pajedo|e

Qg 0} paau salj|iqisuodsal saARda(qo
pue Abajens ‘Aorjod juswabeuew

19558 Y} JO SsjuswWalINbai ay) Ianep
SwalsAs 19sse pue sjasse s,uonesiuebio
8y} 1ey) 91nSUS 0} J9pJo U]

‘paules) pue
jualadwod aJe |suuosiad Juens|al 1ey}
juawalinbail e osje s1 3| ‘ABojopoyrow
JusWSSasSe sl s,uonesiueblo ayy

AqQ paulLLISIep Se 3SU JO [9A3] 3Y) 01
2jendoidde aq pinoys (s)ueid ay
JUSPIDUL UB JO JUSAS BU} Ul PAA|OSa. pue
pajuswaldwi ‘passbbiy (s)ued asayy
‘llom Moy pue ‘)i sessasse uonsanb syl
‘so1puabe [BUISIXD JO JUSWSAOAUI

pue ‘o) uonedIuNWWOod ay} Buipnpul
SaIlIAIOE JuSWaBeURW 19SSe [RINLD

o Aynunuod ainsus pue suonenyis
Aousbiswse payoads o} puodsal

0] U9¥e) 9 0] SUOHDER B} BUIINO
pinoys (s)uejd Aduabiaw] ‘suoneny
Aousabiaws 0} puodsal pue Ayuapl 0}
(s)ueid sey uonesiuebio ue ey} ainbal
spaepuels aonoeld Y pasn Ajapim

‘sojeasawn

juawalindoid pue Ay
Aiddns ‘syuswaiinbau b
10} Buipnpul ‘s noe Buljqeus ayj os|e
Nq ‘sajeasawi} pue pasnbai Apoalp
$92IN0S3J 3} J9PISU0D 0} pasu Aluo
j0U (s)ueid ay| "paAaIyde Si SIY} [|oM
moy saioldxa uonsanb siyj -edeld uj
swisiueydaw Buljgeus pue ajqejieAe ag
0} sa2.1nosau ajeldoidde sauinbas yoiym
‘pajuswaldwi 8g ued pue dns|jeal

aue (s)ueid ay3 1eyy |enuassa sty

Aum

i(s)ueid pue
saAnoalqo ‘ABajens
jswabeuew josse
3y} Jo syuswalinbai
DU} JSAI|9P S}9SSe
s,uonesjuebio ayy
1eu1 Buunsus Joy
9|qisuodsas aq 0}
wea) uawabeuew sy
JO (s)ieaquisw juiodde
01 auop uonesjuebio

‘Aianep ueld

JuawaBeuRW J9SSE UO SNDOJ UlRIUIRW O} S3|01 3y} SaplAoid pue
SSauIsSNg 2102 U0 SNJ04 B SaINSU a1NjdNJIs 9y "'SSnuijuod SqAY
1S31€| 8y} UIYIM SISALIP 83U Jo ssaualeme pue Bujuies) Buiobup
1IOM JO $8d0DS SI0}ORUOD PUE AYIIGRIUNOIDY JO SlUBWSIRIS

1JBIS Ul POPN|DUI MOU S| SNJ0J PUB SUONIR dAY 10} Alljigisuodsay mﬁm ay3 sey 1eym pue Ajioyine ‘@inonis 1€
£SoNIANOeR
jswabeuew josse
‘pajouU ULaq SARY Seale JusWaAoidwI 1aY10 Auep 1221112 Jo AUnunuod
's1ea/ 931y} 01 om] A1ane pamainal aie asay] 1dueinul Auedwod Buunsua pue suonenys
oy} uo sue(d uswabeuew Adusbiawe pajusawndop gy aie alay ] Aousbiawsa pue
‘pue|eaz MaN Ul uonenyis anbiun siyl ybnoy) s1010e1U0d Ay swapioul 01 6
pue yeis 119y} jo ||e poddns pue abeuew A|9AIdays 0} uonesiuebio pue 6u
By} pa|qeus siy | "a1nonas (LIND) wes) juswabeuepy sisuD 119yl eIA aAey uonesiuebio ayy
uonenys siy} o} asuodsal J1ay} pabeuew ZN UoLQ ‘(€ pue { [9Aa7) . saop (s)aunpadoid
SUONDIISSY UMOPX207 BL-AIAOD @Y1 Jo pouad uadal sy buung mh m pue (s)ued 1eym Buiuueld Aousbunuod €€
(1oddns
Buliqeus pue sadinosal
‘ueld %0 [BNUUY Y} 0JUO UOISN|DUL noge si si S1oN)
J19y) pue spafoid piemioy jo [erosdde ayy abeuew 0y ssadold i(s)ueid
1snqoy e si 819y ‘pauue|d 918 SSIIAIDE JRUM O} SB UONeIIUNWWOD sy} Jo uonejuswaldwl
9102 31 8¢ 0} SSNUIUOD UB|d YIOM [BNUUY YL "SIDIAISS 9S8 JO SAIIDDYD 350D pue
juswaindoid ayy aroidwi 01 Bupoo st pue siapinoid 921AIS SI UM U118 By} 40}
AJ9SO0|2 SYI0M UOLQ "SBLIRLS SWI} PSINPSYDS DU UIUIM SSIIAIDE 9Say) a|qe|iene spew
919|dWod Ued $82IN0SAJ J01ORNUOD S|GR[IBAR S} BINSUS 0] papuny ale syjuswabuese
pue pauue|d ale spafoid uswanoidwi [epded pajabie) pue sallAOR ajendoidde jeyy ainsus
aunnoy ‘paynuapl syabie) Absjens Wy pue juswabeuew Xsu ‘syyauaq . o} suop uonesiuebio (s)ueid
150 ajeudoidde yum ‘Ajjlenuue payelp ale suejd Buipuny piemioq MN m Y1 sey 1eym Juswabeuew 19ssy 1€
Alewwins—adusping 31025 uonssnd uonoung ‘oN

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

320



Appendix F Disclosure schedules 11-13 continued

"U99S 9IUBPINS B} PUD
9SD2 Y] SI SIYI AYM UONDIDS dOUBPIAT
S} Ul BJOU O] PISIAPD S| JOSSISSD |

‘piepuels
pasiubodal e ul N0 19s sjuawalinbal
yum Aidwod o} palinbai piepuels ay}

ssedins (sa)sseo0.4d s,uonesiuebio ayl

‘piepuels
pasiubodal e Ul N0 195 sjuswalinbal
yum Aldwod o} palinbai piepueis ayy

ssedins (sa)ssado.d s,uonesiuebio ayl

‘piepuels
pasiubodal e ul Ino 19s sjuswalinbal
yum A|dwod 0} palinbai piepueis ayy

ssedins (sa)ssaoo.d s,uonesiuebio ayl

v 19A97 Aumen

'siy) aAa1yde 0] Alioyine

Aiessadau ayy uaAib usaq aney Aay |
“(s)ueid pue saadalqo ‘ABajens
juawabeuew }9SSe ay} Jo syuswalinbal
Y} 1aAl|9p siasse s,uonesiueblio ay}
18y} Buunsus oy Ay uodsau ||y
aney suosiad 1o uosiad pajuiodde ay |

aoe|d ul s|

Juawubije Aousbe |eusaixa pue Buluiel)
*S9A}03[qo uswabeuew josse

pue saijod yim JUS1SISUOD SSNIANDR
Juawabeuew 1asse (11D Jo Anupuod
abeuew pue sjuaploul 9|qIpaid 0}
puodsai 0} aoe|d ul ale (s)ainpadoid
pue (s)uejd Aouabiaws ajendoiddy

‘walsAs uonelojul Juswabeuew 19sse
ay) pue sassasold ‘spiepuejs ‘sapiljod
Jeuoiiouny 0} papasu sabueyd Aue pue

‘palinbal saje2saWN PUE S32IN0SAI
2y} ssaippe Ajjeansijeas pue (sjueid
swabeuew 19sse Jo uonejuswa|duwl
SA1129}43 150D PUE JUBIDIYYS Y} JO)
sjuawalinbal ay} [|e 190D ANy
syuawabuelle s,uonesiuebio ay

€ [9ne7 fiumey

J19y) @ndaxe Ajny 01 Aiioyine
paiebajap 1usidnsul aAey Aay) Jo/pue
paunap Ajny Jou ale Ayjiqisuodsal jo
seale 119y} Ing (s)uejd pue saandalqo
‘ABajelis Juawabeuew jasse ayy

Jo syuswalinbai ayy JaAlep slasse

3y} ainsus 0 a|doad ajendoidde

ue pajulodde sey juawabeuew doj

‘a39|dwodul aq Aew juawubije

|eusaixa /Buuies] "e1enbapeur aie Aayy
10 saniAne [eoNLd Jo) a19|dwodul aie
(s)aanpado.d pue (s)uejd ajendoidde
19y "paynuspl ale suonenys
AouabBiawa pue sjuapidul 9|qIPaI 1SON

‘sassauyeam Bunsixa
jom si uonesjueBio syl
"9AD3YD JO/PUE JUBIDIS

Aj@yenbape 194 jou ale sjuswabuene
a2y} Inq (s)ueld yuswabeuew jasse

Jo uonejuswa|dwi ayy Joy d2e|d ul
syuswabuelre sey uonesiuebio ay |

aAjosal 0} b

Z 19897 fiumey

“(s)ueid pue

saAnalqo ‘ABajens Juswabeuew
19SSk 2y} JO sjuawaiinbal sy} J1oAl9p
sjasse s,uonesiuebio ayj jey} aInsus 0}
suosiad 1o uosiad e julodde 0y psau
ay} spuejsiapun juswabeuew doj

1sed 8y} Ul Pa1INd20 9ARY ey}
SJUBAS d1y1dads 0} asuodsal ul siseq
aAIoeal B UO padojanap usaq aney
9say} Ing ‘suonenys Aousbiaws pue
SIUSPIdUI YIM (e3P 0} Sludwabuele
20y-pe awWos sey uopesiuefio ay L

a1yoe Joj yoeoidde
1Ww1919p Jo ssedoid
pue (s)uejd Juswabeuew jasse
Jo uoneyuswa|dwi 1oy soe|d ul ale
syuawabueule ajendoidde ainsus 0}
paau ay} sasiubodal uonesiuebio ay |

1 19897 Aauniey

“(s)ued
pue saAalqo ‘Abajens juswabeuew
19SSe 9y} JO sjuswalinbai sy} 1aAl9p

sjasse s,uonesiuebio ayj ey} aINsus o}
suosiad 1o uosiad e julodde o) paau ayy
paiapisuod jou sey Juswabeuew doy

‘suonenyis Aousbisws pue syuspioul

0} puodsal pue Ayuapi 0} (s)ainpadoid
pue (s)ueid ysijgeiss 0} pasu ay}
PaIapIsuod jou sey uonesiuebio ay)

‘(s)ueyd jo uonejuawa|dwy
DAI}ODYD BY) 104 papaau syuswabuelie
3y} palapIsuod jou sey uonesiuebio ayy

0 19A27 Aumey

i(s)ueid pue
sanndalqo ABajess
jJswabeuew 1osse
8y} Jo sjuswaiinbai
sy} JoAljop s1asse
s,uonesiuebio ayy
Jey} buunsus 1oy
a|qisuodsal aq 0}
wea) Juawabeuew sy
Jo (s)iequiaw juiodde
01 auop uonesiuebio
ay} sey 1eym

ESONIAI
juswabeuew jasse
12203112 Jo AUnunRuod
Buunsua pue suonenys
Aousblawsa pue
sjuapioul 03 Buipuodsal
pue BulAyiuapi 1oy
aAeY uonesiuebio ayy
saop (s)ainpadoid
pue (s)ueid yeym

(poddns
|qeus pue s92Inosal
Noge si S|y} S10N)

i(s)ueid

2y} jo uonejuswadwi
9A03Y3 150D pue
JUETRITEETBL)
a|qe|ieAe apew

ale sjuawabuese
ajendoidde jeyy ainsus
0} auop uonesiuebio
au1 sey 1eym

uonsand

Aouyine ‘ainpnig

Buluueld Aousbunuod

(s)ueid
juswabeuew 19ssy

uondung

LE

€e

e

‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

321

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

OB P92INOSINO
10 9oueldwWwod Jo dduRINSSE Sey ) 1By}
1951 0} pajesisuowWwap sey uonesiuebio
3y} 1eY) 92USPIAT "SSNIANDE PSINOSINO
sy jo s19iddns ayy pue uonesiuebio
oy} usamiaq Juswaalbe [9A9] IS
10 12eU02 € JO Ued Wio) PINod SIy}
sy} ‘ojdwexs 104 "SaNIAIDR Pa2IN0SIN0
2y} Jo paiinbai aoueljdwod sy [1e1ep
1ey1 sjuswabuelle suonesiuebio ayy

‘GG SVd J0 awalinbal

siy1 Bunaaw s| 3l 91eJ}SUOWSP 0}
uonesiuefio ue Isisse pjnom noge
Silem Juswabeurw pue s)|e} weay
‘sdoys3om ‘suia|ing UM ‘SMOYS
PeOI SB SINIAIDE UINS JO 9DUBPIAT

‘abpajmou

pue sajpuajadwod s||is ajendoidde
Yum (s1apinoid 921AI9S pue [eulajul)
|auuosiad pue saied paiyy Aq papiroid
sa21n9s Quawdinbae ‘sjeusiew ‘Buipuny
apn|oul s821nosay ‘wial Buol pue uoys
a1 y1oq Ul sa2Inosal senbape Jo
uoisiroid ay) JopIsuod uoneuswa|duwl
ue|d Juswabeuew jasse 10} (sa)ssadoid
sy} Jo/pue (s)uejd uswabeuew

19sse jey} bunesnsuowap aduspiAg

ojul PajUSWNI0pP/PI0d3Y

‘AiIAoE podINosINo

ayy Aq pajoeduwi sjdoad ay] ‘saniAloe
paounosino ay) Buiwiopad ale jeyy
suonesiuebio sy uiyum ajdoad sy
'S3IHAIOR PIVUNOSINO JO JusWwaInd0id
2y} yum panjoaul ajdoad ‘saniAnde
Pa2.nosINo auy) Jo Wwawabeuew

pue Bulojuow a8y} 1o} a|qisuodsal
(s)1obeueW By usWabeuewWw }9SSE
1oy Ajigisuodsai |[e19A0 sey jey) wea)
juswabeuew ay | uswabeuew doj

‘sjuawaiinbai

Juswaebeuew jasse ay} Jo AiaAllep sy}
ul panjoAul a|doad uswabeuew 19sse
10} Ajjiqisuodsal [|e1aA0 Sey jey) wes}
swabeuew ay| Juswabeuew doj

-ajeudoidde se spueyabieyd

pue uswsaJoy ‘siosulbus ‘siabeuew
BUIJUOJ) SB UDNS ‘SIINANDE Pale|al-1asse
Jo uoisiniadns Aep-03-Aep ul paAjoAul
s1abeuew s,uonesiuebio sy ‘weay
juawabeuew ysiy Juswabeuew }osse
1o} Ajjigisuodsal ||e1ano sey jey) wes)
juswabeuew ay | uswabeuew doj

oym

‘piebau siyy

ul saop uonesiuebio ayy 1eym salojdxa
uonsanb siy| ‘syuswuedap asnoy-ul
1330 01 Jo siapIr0Ld [eUIDIXD 01 8]
11 JBUIBYM ‘SBINIAIIDR PSINOSINO U}
JoJiuod o} a2e|d ul sjuswabuelle ind
1snw uonesiuebio sy uswabeuew
9242 9y1] 03 paubije ueds awi e
$S0.2€ S92IN0SaJ pue sajigeded
Bunsua sapn|dUI SIYL “PAISAIISP
ale (s)uejd pue saanoalqo ABajens
‘Aoijod uswabeuew josse ay} pue
‘ooe|d Ul aJe (55 Syd “6°9) spiepueis
NV pasn Ajapim jo sjuswaiinbai ayy
|Ie 12y} @InSud 0} |043u0d djeldoidde
19apun a1e (sa)ssadoid padinosno
9Say} 1By} 2INSud isnw uonesiuebio
2y} ‘saiAnoe Juswabeuew

19SSe S| JO SWOS 82IN0SINO 0}
$9500U2 uonesiuebio ue asaym

‘B Ly S GG Svd “6°9) syuswaiinbal
Juawabeuew 1asse ay} Jo AIdAIIRP By}
ul pabebus Ajny a1e pue o diysisumo

ae) ‘puelsiapun Ajny jsuuosiad jeyy

yons suswalinbal juswabeuew

19sse s)l Bunssw Jo asuepodwi ayy
2)ed1uNWWwod 0} uonesiuebio ue asnbai
spaepuels aonoeld Wy pasn Alopim

‘Hoddns

19pinoid a21M8s pue Bulpuny ‘sjeusiew
Yamoduell SapN|dUI ,$3DINOSS, WIS} Y}
IX9IUO0D SIY} U| "3|gB|IBAR S8 SDIN0SS
juaIdIYNS aInsus o} Juswsbeuew doy
saJinbai Juawabeuew jasse [lewndo

Aum

‘aA0qe Pajou Sse ‘ONd Mau ay} Jo dn 195

‘swielbelp »IomaLel4 JUSWaIN201d
SOPN[2U| S|R[IBAR MOU S| [ENUBIA| 1USWSINJ0I paiepdn uy

‘aA31Yyde O}
BuIALIS SI ZN UOLIO 18y} S|e0B U 10} iy POOB B 818 PaSI|N SI0}PRIUOD
ay11ey) 9ns119q M "sassad0.d Juswabeuew 19sse Jo Juawaindoid
pue BUIDINOSINO YIM BUIDINOSINO SAJOAS 0} BuINUNUOD 18 ZN UOLO

‘s19beUBIA 19811U0D UOLQ 1USLIND 8y} Jo dde|d 8y} axe) [IM pue
sonauuo) Aq papiroid si 921M19S OINd UL “suonesiuebio Bunoenuod
ulew oAl 8y} pue uonesiuebio uoLQ Syl usaMIaq IS [IIM O dYL

‘safAioe Bupinosino
|le @6euew 03 dn 189S o [IM Y21ym (OINd) 9210 uswabeuepy
109014 mau e dojanap 0} Buluueld aie sdiBUUOD puUe UOLID

Jlomisu
AI1D11199]8 PASURADPE 1SOW SPUR|ESZ MAN, 8q 0} dsodind uonepunoy
ay} ybnouyy Juepoduwl se pajediunwiwod pue pajeubis Ajes|d ‘Abajens
3y} Ul palpoquia S| sjuawaiinbal Juawabeuew 1asse Jo A1dAIIQ

aA0QeR 995

J9y1960) UoneIOge||0d SI0W B|qRUd

pue dnoib sy JO SSaUBANDBYS [|RI9A0 B} SAcidwi 0) swie Juswubie
diysiapes) siy] ‘Awepedy ABiau3 ayy pue sonauuo) snid ‘uouQ 10}
a|gisuodsal s| ydlym ‘paysiigeisa aq o} si uonisod 03D dnous mau

pue Sa1Y|IGRIUNOIDY ||'Z UONDISS Ul JUSWNOP |ZOZ dIANY Uk
ulyum pappaqul Isuodsas pue Ajioune Joy‘ainonis sy

Aewwng—aduaping

STAS

STAS

STAS

21038

iAbBajens pue Aojjod
Juswabeuew 1asse

sy pue ‘ueld oi6ajens
|euonesiueblo sy jo
Aianijap erdwod ayy
ainsus 0y aoe(d ul ase
sjoJuod ajendoidde
1eU) PaINSUS )i sey moy
‘salpAoe JusWabeuew
}osse sj JO sawos
pa2.nosino sey
uonesiuefio ay) aIsym

ésjuawalinbal
jJswabeuew jasse sy
Bunssw jo asuepodui
|y} 91e21IUNWWOD
juawabeuew doy
s,uonesiuebio ayy
saop 9a169p 1eym o

Juawabeuew

1955@ 10} d|qR|IRAR D18
$92IN0Sa1 JUBIdYINS
1ey} ajelsuowsap o}
apinoid yuswabeuew
doy s,uonesiuebio ayy
UBd 92UIPIAS JRUM

uonsand

saniAnoe Juswabeuew
19s5€ Jo BUIINOSINO

saiiliqisuodsas pue
Auoyine ‘ainpnis

qisuodsal pue
Auouyine ‘ainpnis

uondung

Sy

(44

oy
‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

322



Appendix F Disclosure schedules 11-13 continued

‘piepuels
pasiubodal e ul 1N 195 sjuswalinbal
yum Aldwod 0} palinbai piepuels ayy

ssedins (sa)ssad0.d s,uonesiuebio ayl

‘USSS SIUBPINS B} PUD
2SD2 3y SI SIY AYM UODSS dOUBPIAT
S} U BJOU O} PISIAPD S| JOSSISSD S|

‘plepuels
pasiubodal e ul 1o }9s sjuswalinbal
yum Aldwod o} paiinbai piepuels ayy

ssedins (sa)ssado.d s,uonesiuebio ayl

‘US3S 9IUBPINS 3Y) pUD

9SD2 8Y1 S/ SIYI AYm U01123S 9oUBPINT
Y} UJ 9J0U 0} PISINPD S| JOSSSSSD DL
‘piepuels

pasiubodal e ul 1o }8s syuawalinbal
yum A|dwod o} palinbai piepuels ay}
ssedins (sa)ssad0ud s,uonesiuebio ay |

v 19A27 Aimey

‘walshs

Juswabeuew 19sse ay) ojul paresbajul
1B S|0AU0D 9s3Y} JeY} pue ‘ABajens
pue Adijod juswabeuew jasse ‘ueid
o1ba1ens euonesiuebio ayy jo Aisalsp
jueljdwod ay 4oy apirocid 01 Pa||o1Iu0d
Al@reudoidde aie saiAlzoe Pa2INOSINO
1ey) 91BJISUOWISP O} SISIXS DIUSPIAT

‘uonesjuebio ayy Jo sped Juensjal
||e 0} syuswalinbal Juswabeuew
19s5€ S} Bunasw Jo asuepodul sy}
sajedjunwwod juswabeuew doj

‘sjuswaiinbal

juswabeuew 19sse 0} paydlew

21e $92UN0S3I 1eY) PajeISUOWSP

9 UBD 1| "9|gR|IRAR BB S9DIN0SSI
juadIYNS pue Juswabeuew 19sse 10}
papaau $921n0sal ay) Buluiwislep
10} SISIX® S$59201d BANDBYS UY

€ 19897 fiumey

1s1xa sdeo) ‘ABajens

pue Adjjod juswabeuew }9sse Sy 10
/pue ueid o1691e1s |euonesiuebio ayy
10 s1oadse ‘||e 10U Ing ‘DWos Jo AIaAIlep
jueldwod ayy 10y apiaoid Ajuo Ajuaind
INQ PaIBPISUOD A||BDRWSISAS S|0U0D

‘uonesiuebio ayy jo sued

0} AJuo Inq siuswalinbai Juswabeuew
19sse sy Bunsaw Jo asuenodil Yy
s@)edUNWWOoD Juswabeuew doj

“JUBIDINSUI LIRS S92IN0S3I SdURISUl
BWOS Ul INg 9|qe|IRAR 218 9S9Y) S9SeD
1SOW Ul pue sa!
19sse S} 10} palIinbal a1e $32IN0Sal
1eym Buiuiwislap 10} sisixe ssasoid

Z 19897 Aumey

‘ABajens pue Aojjod

juswabeuew jasse sy Jo/pue uejd
o1691e4s |euonesiueblo ayy Jo A1aallep
|dwod ay3 4oy Buunsua oy piebal
B3| YUM ‘SISB] D0U-PE UE UO SSIIANDE
Pa2INOSINO S} S|01}U0D uonesiueBio ay L

"0s op jou

sa0p Ing sjuswaiinbal juswabeuew
19sse syl buneaw Jo aduepoduw ayy
9122/UNWLWIOD O} PO3U BY} SPUR)SISPUN
juawabeuew do} suonesiuebio sy

'9sed 8y}

SI'SIy) insus 0} 92e|d u) swisiueydSW
SAI1D9)49 OU 91€ 919U} ING SO2IN0SDI
JUSIDIYYNS 10} PASU BY) SPUBISISPUN
Juswebeuew doy suonesiuebio ay |

| 19A27 Ayamey

*a2e|d Ul S]013u02 Ind 0} paau By}
paJapIsuod jou sey uonesiuebio sy

‘sjuswalinbai juawabeuew

j9sse Bunaaw jo aduepodw ay}
2]E2IUNWIWOD 0} PA3U SY} PISPISUOD Jou
sey yuswabeuew doy s,uonesiuebio ay|

‘JuaWabeuew 19sse JaAIIP
0} palinbal $921N0Sal 8y} PaJaPISUOD 10U
sey yuswabeuew doy s,uonesiuebio sy

0 19A97 Ajiniey

JABajens pue Aoijod
jJuswabeuew 1osse

sy pue ‘ueid oibarens
Jeuonesiueb.o sy Jo
AKianiop jueldwod ayy
ainsus oy ade(d U ase
sjosuod ajerdoidde
Jey} painsua 3

Sey moy ‘saliAnoe
Juswabeuew 1asse sy
JO SWOS Pa2INOSINO
sey uonesiuehio

sy} a19um

ésyuawalinbal
Juswabeuew 19sse s)
Bunasw jo sduepodwy
3y} 91edIUNWWOD
jswabeuew doy
s,uonesjuebio syy
so0p 9a16ap 1eym o]

uswabeuew

19s5€ U0} d|ge|IeAR BB
$92IN0Sa4 JUBIDIYNS
10y} a1esuowap o}
apinoid Juswabeuew
doy s,uonesiuebio ayy
ued 92USPIAS 1BYM

uonsan®

sanIAnOe
Juawabeueuw jasse
Jo BupinosinQ

ijigisuodsal pue
Ayloyine ‘ainpnis

qisuodsai pue
Auoyine ‘ainpnas

uondung

St

(44

oY

‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

323

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

'S0 ‘1Punod

Bupssuibug ‘eousadwo) buusauibug
|RUOISS®J0.d 10} PJEPUERIS YN
‘diysispea pue juswabeuey

10} spiepuels [euonednadQ |euoneN
{(0'Z uoIsIap) Ylomaweld suswalinbay
sapuayedwo) Juswabeuew jasse ayy
SE Y2NS SYIOMBWe.) PAYSIGRISS UlM
subije Jey} YI0MaWel) JUSWSSISSE
Aousiadwod e Jo 2uspIAg

‘aseqelep spiodal [eJ0] IO WasAs
uoneuw.oul apim uonesiuebio ein ‘6a
(342315 19pIn0Id BOINISS PBIORIUOD puR

102.1p Y10q 10y) d|qe|IeAR AjIpRal ale
SpJ023l 1eY} PUB POPIOISI DB S
Buiuiesy 1ey} eouaping swweisboid
Aousyadwod pue bu
JuswabeueLW 19SSe PA1RUIPI0-0D UBPIM
e jo ped s| awwesbolid Bujuies sy}
18U} 92uapIAg ‘Buluiel} palinbal ayy
Jan9p 0} 9oe|d ul (s)ueid pue ssad0id
juawssasse sjuawalinbal Aousladwod
paijdde pue paysi|qeiss ue Jo 92uspIAg

‘sjuswaaibe 99| 9d1AI9S pue

10e4U00 ‘(s)ueld uawdojanap |euosiad
‘(s)ueid Buyuiel) “(s)uejd yuswdojerap
92In0sal uewny Buuoluow s1e Swnioy
jswabeuew a|geuns ey} ‘sbunaaw jo
S9INUIW S YONS ‘©OUSPIAT "SO|RISDWI}
a|qenns Jano Ayjigeded 82.nosal
$1010BJIUOD PUB S82IN0S3 1931IP

umo s,uonesiuebio auyy Jo sisAjeue
Buluiejuod (s)usawndoq ‘s82IN0sal
uewny jo swid} ul (s)ued peoj

>10M 3INnINn} JO SISAjeue Jo 8duspIAg

ojul PajUSWINI0P/PI0d3Y

‘s1apinold o;

RUETHIIEEY]
10} 3|qIsuodsal 9SOy} pue Jels ¥H

‘syjuswaalbe ad1A19s pue Juswaindoid

104 d|qIsuodsal yeis ‘sawwelboid
Buiues) buidojaaap 1oy ajqisuodsal
suosiad ‘siosintadns ‘siabeuepy

*s19pIA0Id 9DIAISS POIDRIUOD SISO

Juswaindoid ‘Buluies; 1oy s|qisuodsal
yeis (suonauny yH Buipnioul) yeis
10 uaWwINIa) pue awdojarsp

104 Ayjigisuodsal yum s1abeue|y
‘(s)ueld pue ABajelss uswabeuew
19sse Buidojansp 1o} sjgisuodsal
siabeuepy ‘(s)ueld jo wawsalbe 1oy
9|qisuodsal Juawabeuew Joluas

IAI9S POIDRIIUOD 'SIDDIO
JuawWaInd01d ‘Bujuiely 1oy ajqisuodsal
yeis “(suonouny yH Buipnioul) yeis
10 JUBWINIOAI pue JuswdojaAsp

10} Ayjigisuodsal yum siabeuey
‘(s)ueld pue ABaje.s Juswabeuew
19sse Buidojanap 1o} a|qisuodsal
s1abeuel ‘(s)ueid jo Juswaaibe 10}
a|qisuodsal Juswabeuew Iolussg

ouym

‘sapualadwod

9say} Jo aoueleq ajeudoidde ue uieyuiew
pue dojaaap “oyuow AjpAioe pue

2oe|d ul ale salinbai ) sepuUslEdWOod
910400102 pUE [ENPIAIPUI B} 18U} 9INSUD
pinoys uonesjueblio ay] ‘seako|dwa

S} Jo sapualadwod ay) abeuew o}
aoe|d ul sjuawabuelle d|qeuns sey

os|e JapIroid S2IAI9S Pa2INOSIN0 Sy}
jeU) J|as) ainsse |leys uonesiuebio

2y} Uayl WalsAs uawabeuew josse

S11 Jo syuawsa|e bupjepspun siapiroid
92IAI19S PajoRIU0D Sey uonesiuebio

ue 219y “(s)uonouny Juswabeuew
19sse pajeubisap Jiay} Ino Alied 0}
s@ako|dwa jo @ousiadwod ayy buunsus
1o} 9e(d Ul SUBBW dANDDYS dARY
pinoys suonesiueBiQ ‘saniAnde asayl
Bupjepapun suosiad jo asusradwod
Uy} SI walsAs juswabeuew jasse ue

Jo uonejuawsa|dwi pue wawdojsAsp
SAI1D3Y43 BY] IO} J01DB) SS8IINS [EINID Y

‘(syuswalinbau Aousedwod
1AJ3USPI 10} B|GRUNS SHIOMBWER) O}
S19J21 GG SYd “B9) "seakojdwa sayy

1oy 19w Bulag si uswalinbai siy) 1eyy
21eJ]SUOWSP O] SURSW B dARY PINOYS

1 uay} 92e(d Ul siapiroid 92119
paloeiiuod sey uoiesiueblo ue a1dYMm
“Jew.oy S|qelNns e uj paulejuiew pue
paplodal aq 1snw papiroid Buluiely Auy
‘Rem o1iewalsAs pue Ajawi e ul Aisaiiep
1oy pauueid aq pjnoys sapusiaduwiod
Aiessadau oy} apinoid o} pasinbal
Buluiely ayy paynuapl 8duQ ‘uonesiuebio
U] UIYHM UOIdUN PUB [9AS] YoeS 1B
paiinbai sapusladwod pue ssaualeme
Juawabeuew 19sse aU Jo uopedluUspP!
Jnews)sAs e axyepspun o) suonesiuebio
1ey} a1inbai spiepuels NV Pasn AlapIM

IANOE JusWaBeuRW J9sse axeuapun
OUM SDDIN0S3I [BUIDIXS pue ,2snoy
U10Q 9pN|oul $92IN0SaY "9Say} yum ubije
pInoys (s)uejd JuswdojaAsp sa2inosal
uewiny ayl uay) sajeds aw 1eak | pue
0l ‘G SiopIsuod Abajesns Juswabeuew
19sse auy} §l *6°9 siapisuod Abajens
JuawabeuRW }9SSE Sy} UIYYIM Suoziioy
Buiuueld sy} yum sjeINSUSWIWOD

97 p|noys jueAsal aJe (sjueid ayy

Y2IYM ISAO0 SB[RISaWI) Y ‘SWaIsAS
juawabeuew }asse sy Juswa|dwi pue
dojanap 0} sapua}edwod pue s||s ay}
UM S221n0sal uewny sy apiaoid o}
palinbai ase (s)uejd uswdojansp jeym
passasse sey 3 1ey sjelisuowsp o}
uonesiueblo sy} 1o} pasu e os|e S| a8y L
‘wa)sAs Juswabeuew josse sy Juawa|duwi
pue dojaasp 01 palinbai a1e sad1nosal
1eUM PaIapISUOd sey i jey} sjesisuowsap
0} uonesiueBio ue 10y pasu e S| aIay L

Aum

‘siaquaw dnoib 1ayjo wouy uies| 0} pue sassadold
1U)SISUOD BI0W PJINg O] S| WIe 8y | ‘SUONESIURBIO YI0MIBU JBLIO JO
Jaqunu e yum Buole ‘dnoub aai Aels ay3 paulof Ajusdai sey uouQ

si01e19dO WO0Y [013U0D o) Buluies Jaysayal Auesk z «
‘Buluies) Jaysalyal

Bulobuo snid ‘A oads e je buluies Aep-g -

e} Buluies) [e20] pas

— Bululel} 9OIAISS PIal) PUe XI0MISN

:se yons ‘sawwelboid Buiuiely mau
Buidojansp pue Buimoib si wes) Bujuies) Yiom}au UoLIQ PaIedIPap 8y |

ioouanadxe 1o
Buiutes) ‘uoneanpa jo
swia) ul 9dusedwod

Jo |9A9] areudoidde
ue aARY SaIIAIDE
paiejal Juswabeuew
19sse bupjepspun
1011U02 10841p S)
Japun suos.ad 1eyy
ainsus uoneziuebio
3} S90p MOH

“iomau
ay} uo Ayayes pue Aduajadwod uidiapun yaiym sajni Alajes Aisnpul
0 uonedqNd pue MaIASI Ul PAAJOAUL AjiARSY B.e [duuosiad uoLQ

‘pajusWNOOop Ajjnjaied ale sassadold juswabeuew Adusyadwod ajiym
‘uoneslidde uQIemMod S,ZN UOHLQ Ul PaSNOoY UoleWIOUl YIM ‘pabeuew
|9M SI SS920B 3IoM}au 104 Buipiodal Aousradwo) ‘padojanap sueld

Buluiely pue ‘payiuapi ale sjuswalinbal Buiuies} Aue a1aym ‘SMalAal
9ouewopad [enuue Buunp passasse pue sajyoid qol ul pajuswnoop
ale sapualedwod Aoy ‘passnasip ulebe atom sweiboid Buuiesy yeis

2ousladwod pue
ssauaseme ‘Bujuiel] o]

STAS

isapualadwod ayy
aAsIyoe 0} Alessadau
‘pajuaWNOOop Ajjnja.1ed ale sassadold juswabeuew Adusyadwod ajiym [§] 1} Y} p1odal
‘uonedlidde uQIamod S,ZN UOHQ Ul PaSNOoY UOIBWIOUI YiM ‘pabeuew pue apiro.d ‘ueld uayy
|om sI ss2208 Ylomiau 1oy Buipiodas Adusiedwo) "padojaasp suejd pue sjuawalinbal
Buluiesy pue ‘paynuapi ale sjuswalinbal Buiuies) Aue aisym ‘smainal Aousyadwod Ayuapt
9ouewopad [enuue Buunp passasse pue sajyoid qof ul pajuswnoop uonesiuebio
ale sapusledwod Aoy ‘passnasip ulebe alom sweiboid Bujuiely yeis U] S90p MOH

Buuies] 190y

aoualadwod pue
ssauaseme ‘Bujurel] 61

STAS

i(s)ueid pue
saA3[qo ‘(sa)ssadoid
‘ABajesys Juswabeuew
19sse Jo A1anlap pue
juswdojansp sy}
Buipnjour — seniAnoe
jJuswabeuew

19sSe @euspun o}
paiinbai s@d1nosal
uewny ayj Joj (s)ueid
dojonap uonesiuebio
3y} S90p MOH

*21niny ayy 1oy padojenep aq ued suondo bu

Ansnpul 8102 21nsud 01 9|0s dIYSISPES)| SIY) USHE] SARY SUOIe:
y1oqg pue sgq3 10} Ajpuaiind 1Sixa Jou Sa0p ey} eale Buluiely e s syl
-awwelboud Buiuien oydeds Ansnpui siyy buidojaasp pue ui buiuiof
sga3 4ay10 0} pes| (|m 1o)id sAneNIUI Bululel) MaU siyy 1ey) padoy st
‘dSM O} PaIaAIlap sem uoneuasald Awapedy Bujuies) v Aujigeded
Buimoib uo snooy e yum 1ayjaboy Buidojanap aie soioauuo) pue

ZN UOLQO UdIYm SAIRRIUI MaU B UO uoleuasald e usalb alam dSm
‘ZN UOHLQ YiM UOISSNISIP 1IN0 Buung "saAneiiul juswanolduwi
JuswabeuewW 19SSe S,ZN UOLQ Yim paubije sajoi ul Jels [9As] Aljus
juswdo|aAap 01 suonesiueblo 101oeu0d 8102 Bulsisse si ZN UoLO

2ousladwod pue
ssauaseme ‘Bujuiel] 4

ST

Alewwing—asuapiag 21038 uonsand uonoung ‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

324



Appendix F Disclosure schedules 11-13 continued

"U99S 9IUBPINS B} PUD

95D Y1 SI Sy} AYM UONDSS 2OUSPIAT
3} Ul BJOU O} PISIAPD S| JOSSISSD S|
‘plepuels

pasiubodal e ul Ino 18s syuawalinbal
yum Aldwod o} palinbai piepuels ay}
ssedins (sa)sse@20.4d s,uonesiuebio syl

“U93S SIUBPINS B} PUD

asSD2 ay} SI SIy3 AYm UonI3S 9dUBPINT
By} Ul 910U O} PISIAPD SI JOSSSSSD S|
‘piepuels

pasiubodal e Ul N0 195 sjuswalinbal
yum Aidwod o1 paisinbal piepuels ayy
ssedins (sa)ssad0.d s,uonesiuebio syl

‘USIS SIUSPINS dY] PUD

8502 3Y1 SI SIY1 Aym U01123s 2USPINT
Y} UJ 9]0U 0] PISIAPD S| JOSSISSD SY |
‘piepuels

pasiubodal e ul N0 19s sluswalinbai
yum A|dwod 0} palinbal piepuels ayy
ssedins (sa)ssaoo.d s,uonesiueblo ayl

v 19A97 e

‘sjuswalinbai

juswabeuew jasse 0y paubije

sjensaul 9jendoidde je passasseal
14eIS puR PaMaINS] ik sjuswalinbay
‘POIDLAUOD PUE [BUIDIUI — SBNIANDE
paiejal Juawabeuew jasse no Bulkued
suosiad ||e 10} paSSasSSe pue payiuap!
a1e sjuswalinbal Adusladwod

*90e(d Ul SI panaIyde

sajpuaadwod ay} buiplodal Jo sueaw
Pain1onils v ‘sarpualadwod sy} aAsIyde
0} Aessadau Buluiely ayy buipiaoid ui
9AIDaYe pue adeld ul ale sue|d ‘(s)uejd
Juswabeuew jasse yum paubije pue
92oe|d ul a1e syuswalinbal Adusyedwo)

“(s)ssac0.d waysAs uswabeuew
19sse 0} [eiB6ajul pamalnal ale sueld
*S9I)IAI}OR PO]ORIUOD PUB [BUIBIUI
y10q Joy ueid ayy Buipnjoul waisAs
awabeuew 19sse 8y} 0} ol
pue sapuajadwod Buiydew ui
BAI0aYe pue aoe(d ul ase (s)ueld ey}
ajelisuowap ued uonesiuebio ay)

€ 19897 Aumey

'S910UB)SISUOdUI pUR
sdeb aJe a1ay] ‘sio03oesuod Buipnjoul
SaNIAIR JudWaBRURW 19SSE Ul
panjoAul (s)uosiad jo aouajadwod ayy
Buissasse 1oy sueaw e aoejd ur Bumnd
Jo ssad04d 8y} Ul S| uoneziuebio sy

‘paijdde Ajpuaisisuodu 1o a3a|dwodul
s ‘Buiuiely ayendoidde piodal

pue apiroid ‘uejd uayy pue (s)ued
Juswabeuew 1asse ay) 01 paubie
syuawsalinbai Adusladwod BuiAynuspl
4o ssadoud a8y} si uonesiuebio ay )|

‘pajuswalduwi Ajjuslsisuod usaq
10U sey Jo 19|dwodul S| 310m ay1 Ing
ueld juswabeuew 1asse ayy Buipnjdul

walsAs Juawabeuew josse ay} 0}
$92IN0SaJ UBWNY PUE S31dUA}RAWOd

Buubije o} yoeoidde oibajens e

padojanap sey uonesiueblo ayl

Z 19897 Aumey

ioouaadxe

1o Bujuiesy ‘uonesnpa
JO swid) ul ddus1edwod
Jo |an9] ejeudoidde
ue aARY SaMIANDR
pajejas Juswabeuew
19sse bupiepapun
104102 102.1p S}
Japun suosiad 1eyy
ainsus uoneziuebio
3y} S90p MOH

“uawabeuew

Aayes pue aoueldwod [ebo) 1oy
sjuawainbal |ewioy ueyy J1ayjo ‘Aem
pain}onis e ul passasse 1o pabeuew
11oe paje|al Juswabeuew
j9sse Bupjeuapun yess jo Aousladwo)

o€ pajejal Juswabeuew

19sse Bupjepapun (s)uosiad jo
90US19dWOod BY} SSISSE 0] PIdU By}
pasiubodai jou sey uoneziuebio sy

2oualadwod pue
ssaualeme ‘Buiuiel] 0S

¢sa1pusedwod ayy
analyoe o} Alessadau
Buuiesy ayy plodal
pue apinoid ‘ueid usyy
pue sjuswalinbal
Aousredwod Apuapi
uonesiuebio

aU) S90p MOH

‘sa1pua12dwod sy} aA3lyoe

01 Aiessadau Buluiel) ay) podal pue
apinoid ‘ueld uayy pue syuswaiinbal
Aousredwod Ayuapi 0} paau ay}
pasiubooai sey uonesiuebio ay |

‘sjuawalinbai
Aouaredwod Ayuapi 0} aoe|d ul sueaw
Aue aney jou saop uonesiuebio ayl

9oualadwod pue
ssaualeme ‘Bujuiel] (34

i(s)ueid pue
saAa[go ‘(se)ssadoud
‘ABajesys Juswabeuew
19sse Jo Alan||ap pue
swdojansp syl
Buipnpul — s
juswabeuew

19sSe @euspun o}
pa.inbai sedinosai
uewny ay3 4oy (sjuejd
dojanap uonesiuebio
3y} S90p MOH

‘walsAs Juswabeuew
19sse s}l Jo uonejuaws|dwi pue
juswdojaAap sy} yum asayy ubije oy

‘wa)sAs Juswabeuew 19sse sy
juawsa|dwi pue dojaasp 0} syuawalinbal
s$92.In0sal uewny Buissasse 10} pasu
2y} pasiubodal jou sey uonesiueblo ayy

‘(s)ueld e dojanap 0} pue sjuswalinbal
$82/n0sal uewny s}l SS9sse 0} pasu
2y} pasiubooal sey uonesiuebio ay |

2ousadwod pue
ssauaseme ‘Bujuiel] 8y

L 19A27 Aumen 0 [9A27 Ayumen uonsand uondung ‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

325

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

‘paruawaldwi AlpAndsye usaqg sey syl
1ey] 92USPIAT "WaISAS Juswabeuew
19sse s) Joddns 03 J9plo Ul UIRUOD
pINoys walsAs uoneuwojul 19sse si

1eyM aulwIslep 0} pakojdwa sey
uonesiueblo ayy ssedo.d sy Jo sjielag

‘uonoeILUI JIBY} pue ((sa)ssed0.d)
waisAs Juswabeuew 1asse au}

10 sjuswale urew auyy buiquassp
UOIeLLIOJUI PRIUSWNDO0P BY1

030 ‘SIaNS|SMaU

‘sbunaaw 10eu0d Japiroid 9d1AI8S
pa1oenuod pue sbunssw wes)

ul sanss| Juswabeuew 1asse Jo
uoISN[dUl JO dDUSPIAS ‘siapinoid
DDIAISS PAJORIJUOD PUB SISP|oyYdXelS
‘s@akojdwa 03 sbulyalq [ew.oy Jo
20UBpIAS telep dduewIopad J9sse
Buike|dsip 1o} aysgam s,uonesiuebio
JO 3sn )auia)ul pue 18ueUl ‘spieoq
2o10u uo pake(dsip Ajpuauiwoid
swaje)s Adljod Juswabeuew 19SSy

ojul PajUSWINI0P/PI0d3Y

siabeuew Buuosuibus

pue asueuslueW ‘suoielado ‘wes)}
jswabeuew uonewlou| Juswabeuew
19sse 1o} Ajjiqisuodsal [|e1dn0 sey

18y} wes) Juswabeuew ay] ‘wea}
Buiuue|d o161 s,uonesiuebio sy

‘saniAloe Juswabeuew

19sse ul pabebus siabeuepy
“Juawabeuew }9sse 10} A suodsal
|[e19A0 Sey 1ey) wea) Juswabeuew ay |

‘(s)aAnejuasaidal

19p|oyXelS A9y “Wes) [euswUolIAUT
pue A1ojes ‘yyesH s,uonesiuebio ayy
woly (s)aAneussaidal i(s)aanejuasaidal
9ako|dwsa pue juswabeuew Japiroid
92IAI9S PaJORIIUOD {(S)aAnrIuasaIdal
uolun apeJ; s,@ako|dwa
‘(s)annejuasaidal s,@akodwa
‘(s)annejuasaidal Juswabeuew

Joluss pue juswabeuew doy

ouym

‘WwalsAs Juswabeuew

19sse ay} Hoddns 0} palinbal uonew.oul
2y} Ao11sap pue 3|qe|ieAR dXeW ‘DINdas
‘@1eald 1ey) (sa)ssedo0id pue sjdoad
‘ABojouy2a] Jo uonesijigow ay) salinbai
wa)sAs uawabeuew uonewioul

19SS UE ‘9AI109)48 9] 0] 910N

‘paljdde pue sjqgejieae si

Aupgeded ayy Jayidym o} se suonedipul
awos sapinoid suonsanb jo dnoib siyy
quawabeuew || wouj uaiaylp

g uswabeuew || 01 upje sl ey}
Auanoe isijepads poojsiapun Aplood e si
Swa)sAs uonewloyul Juswabeuew }asse
40 JuswdojaAsp pue SduBUSIUIRW Y|

‘sia1ddns

Aq piay aq Aew paiinbai uonewsojul
9y} Jo awosS ‘walsAs Juswabeuew
19sse s} yoddns 03 JapJo ul salinbal

1 uonewloyul Juswabeuew 19sse ay)
Aynuapi 0} uonesiuebio ayy alinbal
2104218y} SpIepuUelS A pasn Alapim
‘9|qe|ieAe 8q 0} uonewloju; aeudoidde
salinbal Juawabeuew 19sse dAI1P8)]

(GG Svd 0 ¥ S Inoybnoiyy payoads
sjuswalinbai walsAs Juswabeuew
195S€ U} JO UoneBWNdoP 31ep 0} dn
10 @dUeUSIUIRW dY) SaIINbaI GG SVd JO
G'p s “6°9) ‘pajesado pue pajedIUNWLWOD
‘po0ISIaPUN B UBD (SPIRPUE)S B} 199
0} 2oe|d uj sey uonesiuebio sy} swaisAs
ay “a'1) swalsAs Juswabeuew 1asse sy
1B} S2INSUS 1By} UONRIUSWNIOP 3}ep
0} dn ujejuiew uonesiuebio ue ainbal
spiepue)s aonoeld Ny pasn Al9pIpm

*s1010e4u02 0} a1eudoidde se uonewsojul

Buiuueid pue ‘uonew.ojul sduewlopad
19sse ‘Aojjod Juswabeuew 19sse ay} Jo
uoneduNWwWod ay) sjdwexs 1o} spnjaul
sIy] ‘saAiRdalqo pue (s)ueid ‘ABajens
Juswabeuew 19SSe IDAIIBP pue Yyim
Aidwod Ajpusyys pue Aj@Andaye o}
19p.0 Ul pauinbal uonewIoul 0} S19Ja1
uoleWIOJUI JUBUIISd "Siapiroid 8dIM8S
pa1oenuod Buipnioul siapjoyaxels

19430 pue saako|dwa wouy pue 0}
PajeDIUNWWOD AJ9AID3YS S| UOIRWIOHU]
Jawabeuew jasse juaupad 1ey) alinbal
spiepue)s 92130e1d Ny pasn Ajl9pim

Aum

(9dW) ABe1ess uonesnibip pue eleq

‘2inny 8y} ul pasinbau

aq |IIm ABojouyda] mau ‘sjuawalinbal Juswanoldwi sdueusanob
e1ep 0] 9NP I9ASMOH ‘pajeiBalul |om usaq sey 1l se uonesiuebio
sy} Joy arendosdde palapisuod S| siyy pue (waisAs pajelbajul ue

0} pasoddo se) ,paalq jo 184, uasoyd ‘ysed ay} ul dABY ZN UOLQO
‘ssauisng 9y} Jo syuswaiinbal juswabeuew jasse ay) 10} sleudoidde
¢ 0} Jeadde swaisAs pue ejep ‘uonewlsojul Juswabeuew josse
J1seq 1SO|N "wa)sAs uswabeuew jasse s,zN uolQ Hoddns oy soeid
ul suonesijdde pue uoinewloul Jo abues peoid ayl s|ie1ep dAY SYL

“Ixau pa)

1} 94 ||IM SUOIIRISNS SB YoNS Seale 19sse Jayl0

‘Buruue|d Juswabeuew jasse 10j Buods Buel UoRIPUOD }9SSe pue
$$920.d UOI1D9]|0D BIEP JUSISISUOD dIoW B saplaoid SIy] “ojul palsjud
9q 0} elep UONDadsul 8y} 10} 9|gRJIRAR MOU BJB SSDIASP P|al} pue
$59201d MaU Y/ 'suodadsu| 9|0d YIOMISN aY} SI Pajjels) 8q O} S}asse
111y 9y "Aemiapun si elep 19sse pjaly asijenbip 0} ssao0id mau

'9]EP M3IADI B PUE JSUMO UOLQ UE SEY JUSWndop AiaAg

"wa)sAs Juawabeuew 19Sse SUOLQ JO SJUSWSID
ulew sy} 9qUISIP 0} ISIXd SIseD ssauisng pue ‘s,uoday Juswabeue
1955y A1j0d JuBWaBRUBI 19SSY ‘I @} S UINS uolejuswndoq

*s19pIA0Id 92IAISS S) YLM A[9SO|D SHI0M UOLIO

‘uouQ 10} 1sniy
Agunwwod Jo [9A8] By e sijey) Se1edIpul 81035 J0J0WOId 19N S,UOLO

'sdnoib AYuNwWiWod YHMm 19S0|d I10M 0} pue eale Juswabebus
Ayunwwod sy aroidwi 0} pappe usad aAeY Hels [RUORIPPY

Alewwing—asuapiag

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

;wa1sAs Juswabeuew
19sse sy poddns o}
J19pJ0 Ul UIRIUOD PINoYs
(s)waysAs uonewojul
jwswabeuew josse

SH JeyMm SulWISBp

03 suop uopesiuebio
auy sey 1eum

ST

sway) usamiaq
suoloeISIUI PUR Wa)SAS
jJswabeuew jasse sy

JO SjusW|S uleW By}

2qLOSap 0} paysl|qeisd

. uonesiuefio ay) sey
S'€ UONEIUSWINIOP 1eYM

¢siapinoid ao1nI9s

pajeuod Buipnppul
‘siaployaels Jaylo

pue saakojdwa wouy

pue 0} pajedjuNWwwWod
AloAnoaye si

uonewoul

jJswabeuew josse

uauiuad jeyy

. ainsus uonesiuebio
QLe 3y} S90p MOH

21038 uonsand

swabeuew
uonewuou|

UONEIUSWINIOP WaISAS
Juawabeuep 19ssy

uoneyNsuod
pue uonedpnied
‘uonedluNWWod

uondung

29

6S

€S
‘ON

imited

Orion New Zealand L

326



Appendix F Disclosure schedules 11-13 continued

“U9SS SIUBPINS B} PUD
25D Y} SI Sy AYM UONDDS dOUBPINT
S} Ul SJOU O] PISIAPD S| JOSSISSD S|

‘piepuels
pasiubodal e Ul N0 195 sjuswalinbal
yum Aidwod o1 pasinbal piepuels ayy

ssedins (sa)ssad0.4d s,uonesiuebio ayl

‘piepuels
pasiubodal e uj Ino 19s sluawalinbal
yum Aidwod 0} palinbai piepueis ayy

ssedins (sa)ssad0.d s,uonesiueblo ayl

‘USIS SIUSPINS dY] PUD
8502 3Y1 SI SIY1 Aym U0/123s 2USPINT
Y} UJ 9]0U 0] PISIAPD S| JOSSISSD SY |
‘piepuels

pasiubodal e ul Ino 19s sluswalinbai
yum Aldwod 0} palinbal piepueis ayy
ssedins (sa)ssaoo.d s,uonesiueblo ayl

v 19A97 e

'S92IN0S [RUISIXS PUE [BUISIUI
y1oq wouly Buneuiblo uonewoul

19A0D pue 3|94 B)1| BjoYM 3y} 0} 31e|al
syuawaiinbal ay] “wajsAs Juswabeuew
19s5€ S}l Yoddns 0} J9pIO Ul UIRIUod
PINOYs walsAs uonew.ojul 19sse sy
1eUM paulwISlap sey uonesiuefio syl

*21ep 0} dn 1da sI uoneUBWNDOP BY |
‘wiay} uUsdaMIaq SUONdRISIUI

ay1 pue waysAs uswabeuew jasse

S1 JO SIUBLISIS UleW 8y} ||B S8qLISap

Aj@A1susyaidwod 1ey) uoneuawndop

paysiigelss sey uonesiuebio sy

‘pamalnal Aeinbal ale sjuswaiinbail
UOII_WIOJUI }9SSE JUBUILSd ‘(S8)ssad0.d
pue (s)ueid ‘A6ajens juswabeuew
19sse Jo sjuswalinbal sy yorew

0] Pa1e2IUNWWOD A]9ANDBYS S|
uonewJoyul ey} buunsus ‘saped
jueAS|al [|le usamiaq adeld ul

SI UONEDIUNWLIOD ABM OM|

€ 19897 Aumey

‘ss@doud
2y} Jo uonejuBWS|dWI PAJUBWIWOD
sey pue wa)sAs Juswabeuew josse

s} Loddns 0} J9PIO Ul UIRIUOD PINOYS
Wa)sAs UoeWIOU 19SS SI| 1eym
aujwiL1ep 01 ssa20.4d painionis e
padojanap sey uonesiuebio ayl

‘UOMORIBIUI JIBY} pPUB Wa)SAS
JuswabeURW 19SSE SY JO SJUBWSS UlewW
U1 JO ||e 10U 1IN ‘BWOS S3qLISSP 1Byl
92e|d Ul UONERIUSWINIOP Sey pue WalsAs
Juawabeuew jasse s} Bunuawnoop

4o ssadoud 8y uj uonesiuebio ay)

‘uonewojul Juswabeuew }9Sse 0}
10adsal yum sanijigisuodsal pue sajo.
41941 Uo Je3|d a.e saiued jueas|al e 10U
194 se 1nq 9oe|d Ul SI UOREIIUNWIWOD
Aem om} aAdaYe awos sanpied
JUeAS|21 pue uolewIoUl JusuIad
paulwialap sey uonesiuebio ay)

Z 19897 Aumey

“SIy} op 01 moy Bulpioap jo ssasoid

3y} Ul sI pue wajlsAs Juswabeuew josse
s} Joddns 0} J9pIO Ul UIRIUOD PINOYS
wa1sAs uoneLIoul 19SSE S)I JeyM
JauueW PaINIONS B Ul SUILISISP O}
paau ay) Jo a1eme si uonesiuebio ay L

‘walsAs Juswabeuew 19sse

S)1 JO SJUSWISIS UleW S} JUBWNd0P

01 moy BujuiuiS1ap Jo ss204d ay) Ut
s| pue aoe|d Ul uoneuaWNI0p Ind 0}
paau a3y} Jo a1eme s| uopesiuefio ay L

‘pauiwLiap Butag si

YIIM 11 21eYS 0} 350U} Yim Buole paleys
2q 0} uonewIoul Juswabeuew Jsse
JuauILad dY} 1By} SDUSPIAS S| 319y |

1 19897 Aauniey

‘paiinbai si
uoneuwloul Juswabeuew 19sse 1eyM
pa1apIsuod jou sey uonesiuebio sy

‘walshs

Juawabeuew 19sse 3y} JO SUBWSD
UleW By} SACLIISIP 1By} UOIRIUSWNI0P
PaysI|qeIsa Jou sey uolesiuebio ay |

‘uonewloyul Juswabeuew
19sse Aue a1ediunwwod Ajjew.oy 0} pasu
2y} pasiubodal jou sey uonesiueblo ayy

0 12A97 Ajiniey

JwiaisAs Juswabeuew
19sse sy poddns 0}
19PIO Ul UIRIUOD PINOYS
(s)waisAs uonewoyul
juswabeuew jasse

S 1eYM sulWILIBp

01 auop uonesiuebio
auy sey 1eum

$WdY} USIMIdq
suooeIaUI pue WaISAS
Juswaebeuew jasse sy
1O SJuUBWIIS ulew ay)
2qu2sap 01 paysi|qelse
uonesjuebio ayy sey
UOI1RIUSWNDOP JBYM

¢siapinoid 9o1nIes
pajenuod Buipnpul
‘s1aployaels Jaylo
pue saako|dwa wouy
pue 0} paje: NWwod
AlaAnoays si
uonew.oul
juswabeuew josse
juaunied ey
ainsus uonesiuebio
9} seop moH

uonsand

awabeuew
uoneuw.oyu|

uoneUAWN0P
waysAs
Jawabeue 19ssy

uoneyNsuod
pue uonedpiied
‘uonedluNWWo)

uondung

29

6S

€S

‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

327

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

‘SjusWSSISSE

pue sia3s16a1 ysiy ‘(s)uonebisaaul
JuSpIdUL JO }NS3l € Se (s)ainpadoud 1o
/Pue (sa)ssadoid 01 ul 3oeqpas) Jo
2ouapIAg ‘sbunssw Juswabeuew sy
woyy seInuiw pue sepuabe Jo 9ouspIng
‘pauIRIUIRW PUR SSBUISNY Y] SSOJOR
pajyuswa|dwi ase (s)ainpadold 1o

/pue (sa)ssad0id ay) 1ey) 8dUsapIAg
*SWISIURYDSW [0JUOD %SU YUM [eap
18y} (s)ainpadoud Jo /pue (sa)ssadoid
129dS JO 9DUSPIAS I0/PUE HIOMBWRLS
uswabeuew xsu s,uonesiuebio sy

o

'siasn

Buiajoaul sBuizeaw malAal SwalsAs
uonewoul JO SaINUI ‘siuswalinbal
JuawabeuRW 19SSE SH YIM SU
wa)sAs uonewlojul Juswabeuew josse
s} ainsua 0} sAojdwa uonesiuebio
3y} ssa20.d pauawnoop ayL

's|0ju0d

uonew.ojul Buipiebal sypne pue
saAneniul Juawanoidw ‘(s)ainpasold
od ay} yum 1ayiabo) ‘waishs
uonewojul Juswabeuew 1asse ay |

ojul PajUSWINI0P/PI0d3Y

‘JusWISSaSSe
pue UONEIRNUSPI ¥SH N0 ALIED OUYM
JPIS "Wea) JUSWUOIIAUT pue yljeaH
‘A1ayes s,uonesiuebio ayy wouy ndul
2q os|e Aew a1y ‘seAneIUSSDIdSI
juswabeuew s 10luas
nesiueb1o ay} yum uondunfuod
ul wea} Juswabeuew doy ay ]

‘swia)sAs uonetojul

|euonesiuebio sy} Jo s1asM ‘Wea}
Juswabeuew uonew.lou| Juswabeuew
19sse 1o} Ajjiqisuodsal ||e1ano sey

1ey1 wea) Juswabeuew ay] "wes}
Buiuued o1693e4s s,uonesiuebio ay |

‘SWalsAs

uonewojul [euonesiuebio syl Jo s1sn
uawabeuew 1asse 10y Ayjiqisuodsal
11e19A0 Sy jey} wes} Juswabeuew ay |

ouym

(G SVd IO EEY
eied “6'9) 9|2Ad9yl| 19sse ayy Jo saseyd
INOJ B} SSOI2E PAISPISUOD 8] O} ALY

SYSLI BUL "SY{SII pajejal uswabeuew
19SSE pUE J9SSE S9SSISSE PUe SaYIUIP!
uonesjuebio ayy moy Ino 18s jeys aded ul
(s)eanpadoud Jo/pue (s8)ssad0.ud aney 0}
uonesjueblo ay) alinbal spiepuels pasn
AI9PIM "S¥sl 4o Juswabeuew ay) Joy jles)
upne ue apiaoid 01 pue ‘|aA9| a|qeydadde
ue 0} sysu yons abeuew Ajjewido oy
‘BULLINDD0 SJUBAS SSISAPE JO POOY|S:
pue 10843 ‘asned ay} puelsiapun o}

st @sodind ||e1aA0 s} “Juswabeuew
19sse 9AlR0Id J0) UONEPUNO)

juepodwi ue s juswabeuew Xsiy

“Aoelnooe pue Ayjenb ausinbai ayy

JO pUB JUBISISUOD S| YDIYMm Uolewoul
Aiddns ued pue pasn AjaAndaye aq ued
‘spaau suonesiuebio ayy o} sjeudoidde
S| Wa)SAs uonew.oul Juswabeuew
19sse ay} jey} alinbai Ajdwis ing
‘wa)sAs uonewojul Juswabeuew }asse
8y} Jo wioy ay1 Inoge aandudsaid aq
10U PaBU SPJEPURIS NV PasN AlapIM

(G Svd so (p) pue

() (e) ¢t s “6°9) syuswalinbai sonoeid
NV Pasn Ajapim s1oaw Juswabeuew
uonewoul Jey) sainsus uonesiuebio
a8y} moy salojdxs uonsanb siy)

*3|BIS JOMO| B} JO SjudWalINbal

ay} Buinaiyoe INoyum papieme aq
jouued 3[RIS JaybIy W "aAIssalboid

S| suonsanb ayj 0} asuodsal ay |

Aum

pajeald poday - uouQ 10} sysiy pue saunpoddQ abueyd arewiD

“uawaoe|dal jasse 1oy Bujew
UOISID9P UNO WLIOJUI 0} PASN S|O0} BY} JO SUO SI [SPOW NHED dUL

‘padojansp aq 0] saNURLOD

|opow W¥ED Syl ‘s|emaual xaded Jo [aA9] |ewndo suiwialap o}
yeay pue xsu buisnuioud Jo suesw paldadde Ansnpul pue usaold e
apinoid Asy] “yoeoidde paseq si B yum [emaual 1asse 19b.e) pue
Aysnl ‘auyap 0} edusLadxe pue abpajmouy bulesuibus ‘uonewoul
19SS 9SI[1N S|9POL 9SBY | "S19SSe }I0MIaU J1ay) Jo Ajofew sy} 1oy
Slopow (NHgD) Juswabeue Xsiy paseg UORIPUOD Sey ZN UOHQO

"loJiuod abueyd ssad01d panoidwi sinsus
0] puB UONNJXS $S920.1d JUBISISUOD BPIA0Id ‘SUBWINJOP SSad0Id
9102 0} 3ul| e 9A04d 0} ‘s9sS9204d 8102 10} SBINPd0Id Bunesado
plepuels dojaaap o} uoned|dde ddepoid oy} Buisn unbaq aneH

"aJ1| Jo pud
1194} Ydeal MOU 9ARY ABU) SB PAMSIASI 99 0} a.1e SWa)sAs xiseg pue
S19 8y uonesnbIp pue eiep 1o} sjuswancidwl pauueld yum aull uj

*sse|o 19sse Jenaiued e 1oy pasinbal se no paLed
suonadsul dy1oads se [|am se suejd soueuSIUIBW }9SSE BY) Ul PalS!|
suonoadsul @oueldwod auinol Wwoly sawod Ajjesauab eyep pajepdn

'SSE[D 19SSe Yoea J0j p|ay elep 19sse Jo sadAl oy} spiodal dAY dYL

(uonoa||0d
ejep ajiqow) wniony buisn awwelBbolid uondadsul ajod pasoidu|

‘ABajens dnolg ayy ul 10yoey Buljgeus ue se pasiubodal S| uones
pue ejeq "9AlRNIUl SIY} JO SSBIINS 9Y} SPIBMO] JSALIP JuediIuby
s1 Ajigeded Buipodal pue Ayjigisia Jajeasb uoy jenualod sy adAy

j9sse pue uonedo| ‘Alold uo paseq sxiom oyads jo Buibexoed ayy

a|qeua o} p|aly ay} wouy sydesbooyd pue eyep Buliols Ajsnowouoine
spiemoy apew Bulaq si ssaiboid Quawdo|oaap Japun AuaLInd is|iym
pue AjjeuondUNy [BUOCIHPPE SIU} SI9Y0 XISeg ‘suondadsul aoueuajuiew
pue 19sse snoLeA wolj 1a)siBay 19ssy 41y} ul sbuipuly pialy paysenbai

Ajleoydads abexoed pue a101s Yayieb Ajssajwess 03 sI wie s,ZN UoLQ

Alewwing—asuapiag

2912K0 a1 19550

ay3 InoyBnoiyy sysu

paiejal Juswabeuew

19SSe pue 19sse Jo

jusWssasse pue

uoneduIuSPI 3y}

10} (s)ainpadoud Jo

/pue (sa)ssadoid

pajawnoop

. uonesiuebio
m m oy} sey moH

£SPaau s}l 0} JueAd|a1
S| WaysAs uonewlojul
jJswabeuew jasse sy

. painsus s,uonesiuebio
q'€ sy} sey moH

£IUS)SISUOD

s| pue Aoeindoe pue

Aujenb aysinbai

a3 4o si (wayy)

uIyum piay eyep

2y} 18y} a4nsus pue

(s)waysAs uonewlojul

Juswabeuew 19sse s)

. ulejuiew uonesiuebio

S N m 3y} S90p MOH

21038 uonsand

(so)ssad0id
awabeuew Xsiy

swabeuew
uonewuou|

jswabeuew
uoneuw.ou|

uondung

69

9

€9
‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

328



Appendix F Disclosure schedules 11-13 continued

“U9SS SIUBPINS B} PUD

asSD2 ay} SI SIy} AYm U0I3S SoUBPINT
3} U BJOU O} PISIAPD S| JOSSISSD S|
‘piepuels

pasiubodal e Ul N0 195 sjuswalinbal
yum Aldwod 0} palinbai piepueis ayy
ssedins (sa)ssad0.d s,uonesiuebio ayl

‘piepuels
pasiubodal e Ul N0 135 sjuswalinbal
yum Aidwod o} palinbai piepueis ay}

ssedins (sa)sse20.4d s,uonesiuebio syl

‘piepuels
pasiubodal e ul Ino }8s suawalinbal
yum Aidwod 0} palinbal piepueis ayy

ssedins (sa)ssac01d s,uonesiuebio ay |

v 19A97 e

‘pajdde Apusisisuod Buiaq ale

pue saseyd a|24d 81| SSOI0E pajeIBaul
1B SWSIuBYISW PajusWNI0p
ajendoidde jey) sressuowsp ued
esiueBio sy ‘pajuswindop Ajny si
9|0A29}1] 1955 BY) SSOIOR YSli Palejal
19SS JO JUBLISSASSE PUE LUONRIYIUIP|

'SpaaU 12y} 0} JUBAS|DJ S|}l 1Y} ULIUOD
ued s19s "sjudwalnbal Juswabeuew
19sse s} yum subije waisAs uoneuwlojul
Jswabeuew 1asse s,uonesiuebio ay |

"Aiessadau

alaym panoidwi pue pamainal Aeinbal
2.B S|0J]U0D By JUSISISUOD S| pue
Aoeunaoe pue Ayenb aysinbai ayy jo

S| play ejep ay} ainsua jeyy aoed uy
S|OJJUOD SAIDBYS sey uonesiuebio sy

€ 19897 Aumey

‘uonelBajul Jo xoe| e pue sayoeoidde
UD99M]S(Q SDI10U31SISUODUl D18 913U} 10
a19|dwodul 131 Ing 3194A28)1| 195SE BYL
SS010€ XSl Paje|a. 19SSE JO JUSWISSISSe
pue uonesynuapl ayy Bunuswnoop

J0 ssaooud ayy ui s| uonesiuebio ay)

RUE T

0} uaxe} Buiaq si uonoe pue payiuap!
uaaq aAeY spaau suonesjueblo ay) pue
sapirold WalsAs uonewloul sy} 1leym
usamiaq sdeo 'spasu s} 0] JueAS|D. SI
walsAs uonewloyul Juswabeuew josse
S} a1nsud 0} ssad0.d e Bunuawaldw

si pue padojaaap sey uonesiuebio sy

‘way} bunuawas|dw jo
$59201d BY) Ul SI PUE JUS)SISUOD S| puUR
Aoeinooe pue Ayjenb aysinbal ay jo si

PI2Y BIEp 3y} INSUS ||IM JRY} S|OJ3U0D
e padojanap sey uonesiuebio ay)

Z 19897 Aumey

AUAINDE SIY) POOUSWILIOD

Apeaie sey Jo (s)ainpadoid pue
(so)ssao0.d JueAda1 [|B JUSWNDOP
Allewloy o1 (s)uejd sey uonesiuebio ay |
*9|2A29)1| 19SSB BU1 SSOIE XSI pare|al
19sse Jo Juawabeuew ay1 JuswnIop o}
paau ay) Jo aleme s| uonesiuebio syl

‘spaau suonesiuebio

3y} pue sapiroid WwalsAs uonewojul
ay} 1eym usamiaq sdeb jueoyiubis
a1e asay) uasaid 1y 'siy) dAa1Yde

1M 3 y21ym Aq suesw ajendoidde

ue BuluIWIBIOP SI PUB SPadU S)I

0} JUBAD|DI S| WSYSAS uoleWwIoUl
jJuswobeuew }9SSe S}l INSud 0} paau
sy} spuejsiapun uonesiuebio sy

“(s9)ssac0.d |01u0d

ajendoidde ue Buidoj@nap jo ssadoid
DY} Ul SI PUB S|OJJUOD DAIJDDYS 10}
paau 8y} Jo aieme s| uonesiuebio sy

1 19897 Aauniey

‘91242 91| 19sse By}

noybnolyy sysu pajejal Juswabeuew
19SSB pUue }19SSE JO JUBWSSSSSe pue
uoneaunuap! 8y} 1oy (s)ainpadoid 1o
/pue (s8)ssac0id Juawnoop 0} pasu oy}
pa1apIsuod jou sey uonesiuebio ay )

‘spaau suonesjueBio sy pue

sapIroLd WalsAs uonewLIojUl U} 1eYMm
udamiaq sdeb Jofew aie a1y} Juasaid 1y
‘wa)sAs uonewlojul Juswabeuew

S)I JO 9DUBAS|SJ BU) SUILWLISISP O} Pasu
3y} paJapisuod jou sey uonesiuebio sy

‘SSOUDAIDBYS J0/pue
2dods ul paywi| A|9Wa.1xa dIe S|0JU0d
10 92e|d Ul S|0JJUOD [ELWIO) OU B1e BIdY |

0 12A97 Ajiniey

£812Ad a1 19sse ayy
1noybno.y) sysi parejas
Juswabeuew 19sse pue
19SSe JO JUBWSSasse
pue uonesynuspl

8y} 10} (s)ainpadoid
Jo/pue (sa)ssadoid
pajuswnoop

2y} sey moH

£SPaau s}l 0} JueAd|al
S| WasAs uonewlojul
Jswabeuew jasse sy
painsus s,uonesiuebio
sy} sey moH

£1US1SISUOD S| pue
Aoeindoe pue Ayjenb
nbai ay} Jo st (wayy)
e el
8y} 1ey) a.nsua pue
(s)waysAs uonew.oyul
Juswabeuew jasse sy
ulejuiew uonesiuebio
3y} S90p MOH

uonsand

(so)ssaoo0ud
uawabeuew ysiy

aswabeuew
uoneuw.ou|

swabeuew
uonew.ou|

uondung

69

9

€9

‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

329

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

INO PaLIRD Usd] dAeY
SUONIE ey} UOHRULIUOD PAUSWNI0P
pue suonoe Juswanoiduwl ‘supne
snolnaid Jo spioday ‘A1aniep ssedoid
0 1IpNe Joj ainpad0.d pajuswnoog
‘M3IAD1 10§ 8inpad0olid pajuswndoqg

*BUILOISSIWIWOD PUB UORINIISUOD
“uawaindouid ‘uonesyipow ‘ubisap
Buipnjpul Juswadueyus ‘uolsinboe
‘uoneald 1@sse Buunp ssniAioe 824>
841] 40 [043U0d pue juswabeuew
AIRaYS ay) Bunensuowsp o}
JUeAd|21 818 YdIym (s)ainpadoid

pue (sa)ssado.id pajuswnosog

sannaalqgo pue Abajens

awabeuew 1asse ojul pajesodiodul s
pue uonewlogul sy} Buninbal asoyy 0}
9|qISSa00R apeuw ‘payiuap! st adA} siyy
Jo uonewJoyul Buunsus 1o} seinpadsoid
pue sassadoid [euonesiuefio syl

‘padojansp usaq aney eyl

S9INSEAW |0J]UOD XSU PUB SJUSWSSISSE
¥su 8y} 03 (s)uejd Aouaradwod pue
Bujuies; pue (s)uejd 82inosal Jo JUSLOD
ay) usamiaq sebexul| s1eudoidde
2je/5UOWSP 0] B|gR 89 PINOYS
uonesiuebio ay) ‘(sjued Aousyadwod
pue Bujuiesy pue (s)uejd Buidinosal
s,uonesiuebio ay] yiomswely
juswabeuew xsu suonesiuefio ay |

ojul PajUSWINI0P/PI0d3Y

ssauIsnqg ayj Jo
sease pajoedwl Jay1o woly sisbeuew
109(01d pue si1abeuew sdueUSURW
‘siobeuew suonelado ‘siobeuew 19SSy

juswaindoid ‘69 ‘ssauisng

2y} Jo seale paroeduwi Jaylo woly
slabeuew oafoid pue yejs uonRdNIISUOd
‘yess ubisap ‘siabeuew 19ssy

‘wea) bupjew Adjjod s,uonesiuebio sy
'SI0SIAPE 10 Wea) A19jes

pue yyeay s,uonesiuefio sy waisAs
Juswebeuew jasse ay} 104 A; suodsal
|eJ19A0 UM Wes) Juswabeuew oy
*SI0SIApE 10 wea} [eba)|

s,uonesiuebio ay] ‘weas) Aioje|nbals
suopesjueblo ay] uswebeuew doy

‘wies) JUsWUOIIAUT
pue yieaH “A18jes s,uonesiuebio ayy
wouy Indur aq os|e Aew aiay] “(s)ueid
Buiuiely pue ad1nosas buinoidde pue
Buidojanap 10} a|qisuodsal asoy} pue
JUSWISSSSE XSl 1o} 3|qisuodsal yeis

ouym

wsy

S GG SVd Aq pasinbai sp “6°9) uonoe
ojul uonuaul Buiuiny Jo ued |enuasss
ue ale Asy "|edRD S| P||OILOD
Aj@ieudoidde ale aduewlopad walsAs
19SSe pue sl ‘S0 ey} Aem e yons

ul pue saAndalqo pue Abajesys ‘Aoijod
JusWwabeuRW 19SSE BU] YIM JUSISISUOD
Jauuew e ul ‘suoiipuod payoads Aue
Yim 9ouepiodde ul pajuswa|duwi ale
(s)ueid yuswabeuew }asse ay} aINsud
yo1ym (sa)ssacoid pajuawnoop BuineH

‘uoneai
19SSe 0} JUBAd|a1 S}oadse asoy) salo|dxa

uolsanb siy] sanAoe )24yl Jo
Jonuod pue (s)uejd Juswabeuew 1asse Jo
uonejuawsaldwi ayy 1oy (s)ainpadoid pue
(sa)ssao0ud ajendoidde aded ul aaey 03

suonesiuebio alnbal (I'S'y S GG Svd “63)

spiepueis pasn Ajapim ‘@auanbasuod
e sy ‘Bujuesw |eonoeld Aue aaey o}
JusWwabeuewW 19SSe J0) JBPIO Ul [|dM
pue A|9Anaye suop aq 0} pasu Ay L
aseyd ,buiop, ayy ale Aayy ‘o'l (s)ueld
awabeuew 1asse Jo uonejuawa|duwl
3y} INoge 3.1e SBIHAIDR 9|9Ad BjI

((s®)sseo04d pue

(s)aunpadoud “6'9) wesAs Juswabeuew
19sse ay} ojul pajesodiodul ale
sjuawalinbal jeyy ainbai osje spiepues
NV Pasn Ajapipy ‘siuswalinbal buibueyd
pue mau Ayuspi 01 aoe(d Ul swsiueydsw
a|qelpne pue d1ewalsAs aaey o}
Aiessadau sI Y| (84t S Ul SIY} SaHy10ads
GG SVd “679) 21e A3U3 1RUM SMOU } Jeu}
2INSud 0} Spaau isiiy uonesiueblio ayy
‘sjuswaiinbai Juswabeuew }osse 19Ylo
pue Aioiniess ‘Aioieinbai ‘[eba) sy yum
Aldwod 0} uonesiuebio ue 10y J19pIO U|

‘sanpdafqo

19410 aA3lyde 0} palinbai Bujuiel} pue
s92.1n0sal ul suonedldwi aq Aew alay}
SE ‘PaIapPISUOD D1 SIINSe [04]U0D
3y} Jo S199)43 B} ey} Juswalinbal
1ayuny e s 3| ‘siuswalinbas sy} yslew o}
pauynuapt st Bujuiely pue (jeis Buipnioul)
92In0sa1 91enbape 1ey} pue palapISuod
1B SJUBWISSISSE XS Wwoly Indino ayy
ey} alinbai spiepuels Ny pasn Ajopim

Aum

‘pIal Ul uSXE) Bl
sypne Ayjenb 31opn “S3SH 10 sanssI mouy yim juswdinba no aseyd
0} pue a|qissod aiaym juswdinba asipiepuels 0} sndoy e aney Asy |
‘saouaLadxa ao1oeld 3saq Aisnpul pue s)uswdolaASp UIBPOW YIm

aul| Ul uonedydads [eo1UYda] JISY) 91epdn 0} Buinuiuod a1e uouQ

‘sawwelB0id JuaWwade|dal 19SSe UO SUOISIDaP PALLIOJUI 93eu 0} Pasn
Bulaq aie pue padojaAap ||oM MOU I S}OSSe }lomiau Jo Ajlofew
3y} 10} s|apow (NJED) Judwabeue sy paseg UORIPUOD UOLQ dyL

‘SYINV ZZ Ul pa|Ielap ale sasse|d 1asse Jofew Jo

JUSWISDURYUS 10 UOIISINDOE ‘UONR3ID B} PUNOIE SIINAIDE By |

‘[aAs] uonnguisip Jamod ayj je pasinbal xiom sy} jo Ajiofew

2y} 4o spiepue)s pue sassadoid ubisep aie 819y "PaIUSWNI0P

J1om sI swweiboid syiom ayy no Bupoesuod jo ssedoud oy
‘Buidines play pue uswdinba yjog Buipinos ul Aouelsisuod ainsud
0} uswaindo.d o} ybnoiyy Bupssuibua wouy ‘924281 19SSk auy} Jo
sjoadse ||e BulIdA0D ‘S}9SSE |BD1IID [|B 10} SUONEDNIDadS pue splepuels
4O 91Nns aAIsuayaidwod Jiay} 81epdn 0} panuiluod sey ZN UoLQ

soueldwod 1no poddns jeys sajol isije1dads se ||om se pleoq
9y} JO 99)IWIWOD Jpne pue Xsu e pue asuepinb Auedwod sepinoid
1oy [enuely 9dueldwo) A1oInielS uolQ aAIsusya1dwod e sey uolQo

elep pue syuswndop panoidde snouea o) bupjul — ddepyold

NOQJ4amod 0} Bupjul — spiodal Adusredwod / Buiuies]  «

19410 yoea yum pajelbajul buiag
aJe suonedyjdde aiow pue pasijenBip Bulaq si uonewIoul 19Sse 210

Alewwing—asuapiag

S'€

S'€

STAS

gt

21038

sdouewopad pue
YSI ‘}S0D [043U0D pue
Abajess Juswabeuew
19SSE 1M JUS)SISU0D
a1e ‘SUoNIPUOd
payioads Japun no
PalLIeD 3B SINAIDE
2INsus 0} JUaIYNs ale
sjasse Jo (uonoadsul
pue) sdueUSUIRW
Buunp saniAioe Jo
|oyuod pue (s)uejd
jswabeuew 1asse Jo
uonejuswa|duwi sy}
10} (s)ainpadoud Jo
/pue (sa)ssadoid jeyy
ainsus uonesiuebio
3} S90P MOH

isanianoe
Buluolssiwwod

pue uonINISUOd
“quawalinooid
‘uoneoyipow ‘ubisap
sapnpdul Sy ‘s}osse
10 JUSWIAdURYUS JO
uonisinboe ‘uoneasd
S} SS0IJR SINANDOR
40 |o3uod pue (s)uejd
jswabeuew 1osse
S} Jo uonejuswaduw
8y} Joy (sa)ssaooud
ueluleWw pue
Juawsa|duw ysyqelss
uonesiuebio

3y} So0p MOH

JwashAs
Juswabeuew j1asse
2y} oul pajelodiodul
sjusawaiinbai st moy
pue ‘syuswalinbal
juswabeuew jasse
J1ay10 pue Aloiniers
‘Aioje|nbai ‘[eba| sy
0} ssadoe apinoid
pue Ajnuapi 0} aney
uonesiuebio ayy
soop ainpadoid Jeym

ispaau Aousyadwod
pue Bujuies} pue
$921n0s31 d1enbape
1O uonesyUSP! Ay}
ojul induy apiroad
SJUBWSSASSE XSl

10 SNsa1 au 1ey}
ainsus uonesiuebio
3y} S90p MOH

uonsand

SSAIDY B12AD 411 16

SINIAROY BJIAD 8411 88

sjuswaiinbai

1810 pue ebaq z8
uonewJojul
XSl 19sse Jo
@duUBUSIUIRW PUB BSM 6L
uondung ‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

330



Appendix F Disclosure schedules 11-13 continued

‘U93S SIUSBPINS B} pUD
9SD2 3Y] SI SIY) Aym UOJISS SIUSPINT
U} U/ BJOU O} PISIAPD S| JOSSSSD S|

‘plepuels
pasiubodal e Ul N0 195 sjuswalinbal
yum Aldwod 0} palinbal piepuess ayy

ssedins (sa)ssado.d s,uonesiueblo ay]

‘piepuels
pasiubodal e ul N0 19s sjuswalinbal
yum Aldwod 0} palinbal piepueis ayy

ssedins (sa)ssao0.d s,uonesiueblo ay|

‘piepuels
pasiubodal e Ul 1IN0 1S Sjuawalinbal
yum Aidwod o} pauinbai piepuels sy

ssedins (sa)ssed0id s,uonesiuebio ay|

‘piepuels
pasiubodal e Ul 30 1S sjuawalinbal
yum Aldwod 0} palinbal piepuels ay}

ssedins (sa)ssado.d s,uonesiuebio ay|

¥ 1997 Aumie

‘suonedyipow o Buikued Aiessedau

J1 pue 9AI0aYe ale (s)ainpadoid
/(s®)ssa20.d ayy Bujwyuod 1oy
‘DAI129443 SI 1l DINSUS 0} POIMIIADI
ApeinBau jjasy si yoiym ‘ssesoid e
apnul Asy| -aseyd o242 8y siyy
Buunp (s)uejd Juswabeuew jasse jJo
uonejuswa|dwi sy} [0uod pue abeuew
0} (s)ainpadoud pue (sa)ssadoid

aoe|d ul sey uonesiuebio ay )

‘BujuoISSIWWOD

pUE UOIONASUOD ‘Juswaindoid
‘uoneayipow ‘ubisap Buipnioul uoneald
19sse 0} paje|al saiAnoe buunp (s)ueid
Juswabeuew jasse jo uonejuawa|dwi
2y} |03U0d pue abeuew o} doe|d uj ale
(s)aunpadoud pue (se)ssac0ud aAnday3

‘sjuswalinbai

Aioimels pue [ebs| jueaajas buiAnuapl
10} swislueYISW dNeWaISAS "91ep 01 dn
1day pue payuapl ale syuawalinbal
Juswabeuew }asse 1ayjo pue Aloinieys
‘Aiore|nbal ‘|eba) suonesiuebio ayy
18U} S1RASUOWISP O} SISIX® BOUBPIAF

‘3|ge|IeAR S| 92USPIAS pue sajdwex3
‘sjuawaiinbai Aouajadwod pue Bujuiesy
‘saoinosal dojaaap 03 sindul se

pasn AjjeonewsalsAs pue Ajpualsisuod
91 SJUSWISSISSe XS Woly mﬂzn_ujo

€ 19897 Aiumey

Bu

‘suoneslyipow
1no BuiAied A1essadau Ji pue sy
ale (s)ainpadouid/(ss)ssadoid ayy
Buiwyuod 1oy ssad01d e apnjoul Ay |
-aseyd aJ2A2 8y siyy buunp (s)ueid
Juawabeuew 1asse Jo uopeluswaduwl
2y} |0J3u0d pue abeuew o} (s)ainpadold
pue (sa)ssaoo.d aoe|d ul Bumnd jo
ssao0ud oy} ul S| uonesiueblo ay]

‘passaippe Bulag a1e sa1dULISISUodUl
pue sdeg "BuUIUOISSIWWOD pue
uonONIISUOD ‘JUsWaINd0id ‘uonedlyIpow
‘ubisap Buipnjoul uoneald 19sse

0} pajejal saniAoe buunp (sjueid
Juawabeuew jasse Jo uonejuawa|duwl
Y} |013u0d pue abeuew o} (s)ainpadold
pue (sa)ssado.d aoe|d ul Bumnd jo
ssao0.d sy} ul sl uonesiueblo ay]

‘pabeuew Apuaisisuodul

10 @1enbapeu ‘@jep 0} dn 1day jou

S| uonew.oul Y1 Ing ‘syuswalinbal
uswabeuew 19sse 1aylo pue
Aioyels ‘Aioreinbal ‘lebal sy Ajnuapi
01 (s)aunpadoud sey uonesiuebio ay |

*sa1oualsisuodul pue sdeb ale alayy
pue a139|dwodul si uonejuswa|dwl 8y
1) pUB $92IN0S31 10} SjudWaJINbal
Buidojanap ul papnjoul d1e JUBWSSaSSe

Ysu jo sindino jeyy buunsus
ssac01d ay} ul S| uonesiuebio ay|

Z 19897 Aiumey

oouewlopad

puUB sl 9502

|oJjuod pue AbBajess
juswabeuew josse
UM JUSISISUOD d1e
‘suonIpuod paydads
J3pun 1No paled ale
S9IIAIDR 9INSUS 0}
WBIDIYNS B1e S}asse

J0 (uonodadsul pue)
aoueuajuiew Buunp
SNIAIIDR JO |0J]UOD pue
(s)ueid yuswabeuew
19sse Jo uonejuswajduwi
2y} 1oy (s)ainpadoud 1o
/pue (sa)ssad0ud 10y}
aInsus uonesiuebio

‘way} bulkypow papasu

alaym pue dAI30aYe ale Aay) Bulwiyuod
10} WISIUBYDSW OU S| 813y} Jo/pue

2oe|d Ul 9say} aARY Jou op Ajjuaind
1ng aseyd aJ24A2 8y siyy Buunp (s)ued
wswabeuew 19sse Jo uoneuswadwi
2y} |043u0d pue abeuew o} ade|d ul
(s)aunpado.d pue (sa)ssadoid aaey 0}

-aseyd 9242 9y

siyy buunp (s)uejd Juswabeuew jasse Jo
uonejuawsa|dwi sy} ebeuew 1o |0U0D
o1 aoe|d ul (s)ainpadoid/(sa)ssedoid

paau ay} o aieme s| uonesiuebio ay) aABY Jou S20p uonesiuebio ay | 3y} So0p MOH SBINAIDY B[2AD a1 16
isaniAnoe
Buluoissiwwod
pue uoldnJIIsuod
“uawsa.inooid
ow ‘ubisap
‘(@39]dwodul Y] ‘syosse
AUS1SISUODUI 818 A3 INg 1SIX® Aew 10 JusWaduRYUS Jo
(s)ainpadoud :a30u) 2oe|d Ul 9SBY) dARY uonisinboe ‘uoneald
10U Op Aj}ua1ind Ing BujuOISSILIWOD B} SSOIOR SBIIANDR
pUB UOIONIISUOD Quawalndold ‘BuIUOISSILIWOD pUR UOIIONIISUOD J0 10J3u0D pue (s)uejd
‘uoneayipow ‘ubisap Buipnioul uoneald “quawaindoid ‘uonedyipow ‘ubisep Juswabeuew jasse
19sse 0] pajejal saniAnoe buunp (s)ueid Buipn|oul uoneald 19sse 0 parejal s11 Jo uonejuswa|duiy
jJuswebeuew jasse jo uonejuawa|dwi sapiAnoe Buunp (s)uejd Juswabeuew 2y} 1oy (sa)ssadoud
Uy} |043u0d pue abeuew o} ade|d ul 19sse Jo uonejuswsa|dwi sy |0u0d uiejulew pue juawa|dwi
(s)a21npadoud pue (sa)ssad0id aaey 0y pue abeuew o} ade|d ul (sd)ssad0.id ysligeisa uonesiuebio
paau ay} Jo aieme s| uonesiuebio ayy aAey jou saop uonesiueBio ay | 3y} saop MoH SaANDY 319AD a4 88

JwiaIsAs
wawabeuew 19sse
2y} ojul pajelodiodul
sjuswalinbai st moy
pue ‘syjuswalinbal
juswabeuew josse
19410 pue Aioniers
‘Aioje|nba. ‘|ebo| sy
0} ssadoe apiaoid
pue Ajuapl 01 aaey
uonesjuefio ayy

‘ainpadoud e Jo aduasqe

Sy} Ul JauuRW d0U-pe ue Ul suop si Siy}
1nq ‘sjuswalinbal Juswabeueuw 19sse
19430 pue Aioiniess ‘Aiojeinbal ‘|eba|

‘sjuawalinbal
Juawabeuew }asse 1ayjo pue Aloiniels

‘Aioje|nBal ‘leba) sy Ajnuapl 0 paau sy} sjuawalinbai

S} WOs saynuap! uopesiuebio syl paJapisuod jou sey uonesiuebio sy saop ainpad0.d 1eym Jayio pue [eba z8
éspaau Aouaradwod
pue Bujuiel} pue
‘OAIOeal pue $92Jn0sal wﬁm:_uw_um
20y-pe AjjeaidAy st indul Juaiin) ‘spasu JO uonedyRuUap! Y}
Aousredwod pue Buluiels} ‘se@21nosal Jo o indui apinoid
smalna1 ojul Indul apiaoid 0 senseaw SJUBWSSOSSE XSl
|0J1UOD XSI JO S109YD PU SIUSWISSISSE 10 s)nsal1 8y} 1ey} uonew.oul
XSI JO S}NSa1 8y} J9PISUOD 0} pasu ‘SJUSWISSDSSE XSII ONPUOD 0} padu ainsua uonesiuebio sl 19sse Jo
3y} Jo aleme s| uonesiuebio ay | By} palapisuod jou sey uonesiuebio ay] 8y} Se0p MoH 9duUeUSUIEW pUR BSN 6L
L [2A97 Aniey 0 [2A27 Aniey uonsand uondung ‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

331

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

"UONeWIOJUI UO!

's11s1631 X{S1 10 S|NPAYDS JUSWISSISSE
3SH 8y "suonedjunwiwod Juanbasgns
Aue yum 1ayiaboy ‘pajussaid aie
s)nsal ypne ay} yoiym Aq (s)ainpasoid
3y} JO 92USPIAT 210 sHodal ‘saNpPayYds
upny ‘jouuosiad ypne sjeudoidde ayy
paunuUap! I Ydiym Ag eLaId sy} pue
sypne ay Jo Aouanbayy pue adods ay
pauiwaap H Yaiym Aq (s)Abojopoyiaw
s,uonesiuebio ay] ‘(s)ainpasoid

1pne paje|aI-}asse s,uonesiuebio sy

[ EREINE V]
uo suondudsaq qor |[e ‘o'l SWwaisAs
UONEDIUNWIWOD UoWWO) ‘spodal
Hpny ‘suonduosaq qor ‘seakojdwa 0}
Auouyine pue sanijiqisuodsas paubisse
10 UONBIUBWIND0Q "SIIULRLIOJUOD

uou pue suonenyis Aousbiaws pue
SjuSPIdUI ‘SaIN|IR) POIRII-1ISSE JO
uonebijw pue uonebnsaaul ‘Bulpuey
8y} 1oy (s)ainpadoud pue (s8)ssed0id

“(s)ued

pue saAdalqo ‘Abajens juswabeuew
19sse Buipoddns pue sjuswanoldwi
Buideys uonewojul UoIIPUOD pue
@ouewIopad Jo asn 8y Jo dJUSPIAT
uod pue dduewiopad
Buisn sisAleue puai} pue spoday
‘'SMaIAD1 9s8U) Wouy Bunnsal sisi|
uoI12e By} pue sIoledIpul sduewopad
ajeudoidde Aue Jo smainal sy} jo
92USPIAT 'D18 SPIRJI0DS padue|e]
‘sylomauwel) bulioyuow sduewlouad
s,uonesiuefio sy uswainseaw

pue BuojUOW UORIPUOD 1O
9ouewLopad 10} SJUSWNDOP

ABarens Jo/pue Adijod [euonoung

ojul PajUSWINI0P/PI0d3Y

sjuawssasse
3s1 3no BuiAued soy Ayjigisuodsal yum
a|doad ‘10ypauqg Bunssuibu3l Joyaiq
juawabeue 19ssy ‘Oldwexa 104
uswabeuew jasse 1o} a|qisuodsal
Jels Aoy yum Jayiaboy ‘swes) upny
's}19sse 9y JO Juswabeuew auy) Joj

A suodsal [|eJ9A0 Yyum wea} ay |
‘(s)aunpadsoud uswabeuew josse sy
10} 3|qisuodsal wes) Juswabeuew ay |

‘a1endoudde se sanued

PAIY} J9Y10 pUB SIOIORIUOD "SIBWOISND
0] s@21AI9s BujuleluRW PUR SUORIPUOD
1Ine} Japun aseq 1asse auy buibeuew
10} 3|qisuodsal s19||0J3u0d [euoiesado
'SUOIEPUSLILWIODDI B} MIIASI OUM
Juswabeuew Jojuas 0} suoiebisaaul
Y} 1IN0 A1ied oym asoyy wouly ‘@inpadoid
uonebnsaul pale|al-19sse ay) ulyim
sajo4 pajujodde aney oym a|doad
‘s1asse oy Jo Juswabeuew ay) 10}
Aujiqisuodsal ||BI9A0 UM Wwea) ay |
‘Wwea} JuswabeuewW JUSWUOIAUD

pue A1ajes s,uonesiuebio ay|

‘ajendoidde se sanued

PAIY1 JUBAS[S1 JBYI0 PUE SI01ORIUOD
9pN[aUl PINOYS SIYL ‘JusWSsSasse
pUS 0)-puUS UE 9’| ‘'SISYRW-UOISIDAP
01 Indul e1ep WOo) SSNIANDR Paje|al
-19sse s,uonesiuebio sy} ul PIAJOAUL
a|jdoad ay} Jo uoNDaS-sS0ID pROI] Y

ouym

(£t S 01 S9BDXYUI| S) PUD H'9't S GG

SVd 40 Sspuswalinbal paipId0ssp oy} “6°9)
sjuawalinbai yipne Wy 9onoeid piepuels
ay} yum Ajdwod o} auop sey uonesiuebio
a3y} 1eym a1ojdxa 0} sya9s uonsanb siy |

-ajeldoldde

11 slapjoyaxels [euaixe buipnpoul
a|doad jueasjas 0} Ajsnon
91E2IUNWWOD PUE ‘SSIIAINDE 958U} 10}
safnoyne pue sajiqisuodsal Ajzea|d
aulep 0} Juswaiinbai sy ssujwexs
uonsanb siyy Ajleoyads ‘suoneldadxe
10 19qWINU B UMOP S19S pue S}asse 1o}
SOIIWIOJLOD-UOU PUB SJUSPIdUI SaIN|ie)
Jo uonebnsanul pue Bulpuey ayy 1o}
(s8)ssao0.d surejuiew pue syuswa|dwi
saysi|qeise uonesiuebio ayi eyl
alinbai spiepueis Y pasn AlopIm

“(s)ueid pue saadalqo

‘ABajen)s Juswabeuew jasse Buiroidwy
0} Indui apiaoid |jim Bupiojuow UoRIPUOd
pue @duewopad jeyy uoneadxe ue
S| 919y JusWaAoIdwWI [ENUNUOD pue
SUONOE 9AND8.102 0 Indul apiroid

01 synsau o Buoyuow ayl yum
1ay3ab0} si0jedipul dduewiopad
Buibbej/Buipes| pue ‘Gulioyuow
9AnoR0Id pue SAIIIRSI 10} [IR19P SWOS
ul sjuswaiinbai 1o 19s Jayuny Aey |
‘SW91SAS 19SSe pUB S19SSE JO LONIPUOD
Jo/pue sduewiouad sy} ainseaw pue
Jojyuow o} (s)ainpadoid uiejuiew pue
juawsa|dwi ysijgelsa suonesiuebio jeyy
a1inbai spiepueis Y pasn AjopIm

Aum

‘swwelboid ypne
|eusaiul pauueld ay) Jo uona|dWwod Sy} UO SI SND0} SSOUM JaquIS
e1s pajedipap e Aq ybisiano ybnoiyy pabeuew pue pajeald si
swwelboid soueINSSE SSBUISNG [ENUUE UY :BWwWweIBoId PNy [eulsiu|
i((sd)ssao01d)
walsAs wswabeuew
19sse syl Jo 1pne ay} 1o}
(s)aunpadoud ysigeise
01 auop uonesiuebio
U3 sey eym npny SoL

sased Auew ul ‘pajusws|dw syuswaroidwi pue pasoidde ‘pasies
U23Q 9ABY SUONDE ‘SHPNE 3SBU} WOIH "PAYIIUSPI USS] dARY SYSH
|enuajod a1aym seale 19sse pue ssauisng 1961e} 0} pasn usaq aey
JJe1S [eusdiul pasualadx3 ‘saiped |eussixe pue (swweibold adueinsse
ssauisng Ino ybnouyy) |eulaiul yioq Ag ‘sassadoud Jo sypne alow .
Bupjespun uo sNJ0j PaNUIIUOD B Usaq Sey a9y} Jeak 1sed ayy 1oAQ MN m
'S3INIANDE IB|IWIS 91NN} IO} SSANENIUI JuSWA0IdW! ss9d01d
196481 0] pUE JUSAS BY) JO 9SNED B} PUBISISPUN O} S| suoneBisaAul
asay} Jo wie ay} Al1es|D A 1sod uo paniodal pue paldalod
Bulaqg aouspine pased-joey jo aaibap ybiy e yum ‘piepuess ybiy e
0] UXEUapUN 8Je UOLIQ UIYIM sassad01d uonebnsaaul ainjie) Josse
1UB1IND 3y} 1By} SMOYS 10dal Siy | 19SSe SiY) 0 PajoLsal sem abewep
Aj12Nn7 "1ney 8y Jaye s|qe|ieAe uolewloul 8y} bulapisuod ajqeuosesl
W3S SUOISN|IUOD UONEBIISIAUI BU | JUSAS dIN|IR) 19SS ue Jo
uonebnsanul aaisuayaidwod AlaA e s| siy] “poday uonebisau| 19a.1s
sbunseH ayy 104 uolQ Aq papinoid podal [euonippe Ue PaMaIAdl dSM

1196183 s1y3 Buiaaiyoe 0} abus|ieyd e aq 03 SNURUOD
IM >IOM]SU BY} SSOJIO. SWIO0IS 9|eds WDLMA_ ‘awi IsAo WUEmF:Oth
siy) anoidwi 0} Pa12adxd S| %I0MIBU SY) SSOIDR SIIIASP P3||0JIUOD

Aj910Wal [euonpPE pUR UONEDIPUI }NE} Ul sjuswaAoidwl Bulobuo
fpaiediunwwod

pue pooisiapun
‘snonBiquieun 4es|d si
S9OUBLWIOMUOD UOU pue
suonenys Aouabilaws
pue sjuapioul

‘sain|ie} paje[al-1osse
Jo uoneBniw pue
uonebnsaul ‘Bulpuey
ay} 1o} Aoyine ayy

"921010M BY} UIyIM JuswaBeueuw 19sse Jo eale siy) pjing o}

Kem Jua||99xa Ue S| JUBWSDI0JUISI SSaUSIEME JO 2dA) SIy L "ain|ie) sy}

10 s95UaNbasuod pajeldosse syl pue ‘a9dAl Jasse dy1dads e 1oy ainjie)

195SE JO SasNed Aj2)1| 1SOW BU} JO UOIRIUSSDIdaI [BNSIA B YIIM ]SISSE
0} welbelp a1Moq B UO UOKBWIOUI SPN|DUL S YAV palepdn isale|

‘B1EP SIY} Jo Aoeindoe pue Ajjenb ayj ojul Bulob Ajualind si L0y 910N
‘Alenuue pajepdn si sdnoib jasse Jofew 10j xapu| Yj|eaH 19SSy uy

‘ISl Y} Ul USHE} UoNOR

salwIojuodUOU
pue asned 1001 8y} 0} padsal Yyum pamainal ale sabeno pauuejdun

pue syuapidul
‘sain|ie} paje|aI-1asse
Jo uonebnsaau] 66

ainsus uonesiuebio
3U} S90P MOH

"MaIAS] 10} JusWaBeURW J0IUSS 0) PaIe|edsa pue .
siseq ased Ag 9sed e uo pajebisaAul a1e SjuspIdUI pue sainjie) Jofey q'€E

‘paseasoul Bulaq si

UOIIBLWIOJUI JUBWISSISSE UOIIPUOD 10} uonesnibip pue ejeq ‘sinoy

81 ulyum paosejdal pue pabbe] pay, ale ssjod asay} punoj 82uQ
'sanss} 104 9jod [9A9] punoiBIapuUN UMOUNUN JO Jaqwinu a61e| e punoy
sey sajod poompiey Uo pajjel) ydeoidde JUSWISSISSE UONIPUOD MU Y/

*S|d) paie|as Ayayes d1jgnd jo Bunuasaid
pue Buipodal sy} ul Juswaoidw Juedyiubis e usaq os|e sey aiay |
*2}9 aInjipuadxa ‘@ouewiopad ‘uonipuod “6°d ‘uonewioul pae|al
19SS MOUS 0] |00} PIROCYSEP MBU B pajeaid AJuadal aAey ZN UoLQO
‘paulelulRW 1B Spiepuels paalbe ainsus 0} Jjels uolQ Aq pabeuew .
A|250|2 8q 01 8NUNUOD SBNIAIDE SdUBUSIUIEW PUE SHIOM 123f0ld S

$S19SSE S} JO UoIIPUOd
pue soueunopad ay)
ainseaw uopesiuebio
3y} S90p MOH

Buioyuow uo
pue sduewlopad 56

Alewwing—asuapiag 21038 uonsand uonoung ‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

332



Appendix F Disclosure schedules 11-13 continued

"US3S 9IUSPINS B} PUD
9502 3Y] SI S} Aym UOJISS SIUSPINT
U} U BJOU O} PISIAPD S| JOSSSSD S|

‘piepuels
pasiubodal e ul Ino }8s suswaiinbal
yum Aidwod o} pauinbas piepuels sy

ssedins (sa)ssadoud s,uonesiuebio ay |

"U93S 9IUIPINS B} PUD
9502 3YJ SI S} AYUm LIS SIUSPINT
3} Ul BJOU O] PISIAPD S| JOSSISSD |

‘plepuels
pasiubodal e Ul 1IN0 13S Sjuawalinbal
yum Aldwod 0} palinbal piepuels ayy

ssedins (sa)ssad0ud s,uonesiuebio ay|

‘US3S 92USPINS BY} PUD
3SDD Y] SI Sy AYM UONISS 9oUSPINT
S} U] 9J0U 0] PISIAPD S| JOSSISSD Y|
‘piepuels

pasiubodal e Ul N0 19s syuswalinbal
yum Aldwod 0} palinbal piepuels ayy
ssedins (sa)ssado.d s,uonesiuebio ay|

¥ 1997 Aumie

‘pabeuew

AnuUS1SISUOd pue [1e1ap JO [9A9)
ajendoidde ue 0} aie sypny ‘synsal
pne jo buiuodal pajeroosse sy) pue
salIAloe pajelal-jasse ajendoidde
3y} ||e 19A0D (s)ainpadoud 1pne si 1ey}
ajessuowsap ued uonesiueBio syl

‘a1ep 0} dn 1day pue ssauisnq
2y} ssouoe paljdde ale asay} jey) moys
0} 9|qe|IRAR S| 92USPIAS pue Safjiioyine

pue sl Isuodsal ajeudoidde
3y pauyap aAey uonesjueblo ay |

‘sishjeue

pue sio1edipul Buipesj jo 8dousping
-a1eudoidde aie ssed0ud malnes pue
juswabeuew Ayjenb ejeq ‘sainsesw
aAnoe0Id pue aAndeal Buipnidul pasn
Aljesianiun pue aoceld ul s| saAidalqo
Juswabeuew jasse 0} paxul| Buroyuow
2ouewiouad 19SSe ULISISU0D

€ 19897 Aiumey

‘SaIIANOR
pajejaijasse ajeudoidde ayy |je 19A0D
194 J0u op A3y} Inq (s)ainpadoid ypne

sy Bulysiigesss si uonesiuebio sy

‘sanuoyIne

/saniliqisuodsal paynuapl syl ui
S91oUd)sIsuodUl 10 sdeb awos aie a1y}
A|9A1}RUISYY "9OUSPIAD UIM S
pue s uodsal ay} bu:
ssa204d oy} Ul a1 uopnesiueBio ay L

‘uleWaJ SBI2USISISUODUI

pue sdeg ‘sisAjeue pue siojedipul
Buipes| jo apew buiaq si asn "ae|d ul
21e sainseaw aAndeoid pue aAnoeay
‘saA0a[qo Juswabeuew }9sse o} paxul|
Bunojuow sduewIoad }9sSse JUaIaY0d
Buidojanap si uonesiuebio ay )

Z 19897 Aiumey

‘(s)ABojopoyaw pue Aouanbaiy
‘adoos ajeldoidde ayy Bujuiwisieop
Sl pue (s)ainpado.d ypne 1oy paau
3y} spueysiapun uonesiueblio sy

“‘way} suyap o} moy Buluiwislep
Jo ssad01d By} Ul S| pue sjuswalinbal
By} spue)sIopun uonesiueBio ay L

*SaA}03[qo Juswabeuew

19sse 0] abeyul| ou s| 819y L

‘Buibbe| pue aAnoeas Apueujwopaid
‘a)9|dwodu| aie sainses|y ‘yoeoidde
jua19yod e padojansp jou sey Ing
douewload jasse Buuojuow 1oy
paau sy sasiubodal uonesiuebio ay |

1 19897 Auniey

‘wa)sAs Juswabeuew }9sse sy Jo Jpne
2y} 10} (s)ainpadoud ysijgeliss o) pasu
3y} pasiubodai jou sey uonesiuebio sy

10yINe 8y} pue s
o1eudoidde sy suyap 0} paau sy}
paJapIsuod jJou sey uonesiuebio sy

‘s}osse sl JO Ut
pue aouewouad sy} JONUOW O} MOY
patapisuod jou sey uonesiuebio sy

0 19A97 Ajiniey

il(so)ssad0id)

waysAs juswabeuew
19sSE S}l JO JIpNne 3y} Jo}
(s)ainpaooud ysigeisa
0} auop uonesiuebio
3y} sey 1eym

£paledjunwiwod

pue poojsiapun
‘snonBiqueun 4ea|d s|
S9JUBLLIOMLOD UOU pue
suonenys Aouabilaws
pue sjuapioul

‘sain|iey paje|al-losse
4o uonebiw pue

2y} 1oy Ayloyine ayy

ainsus uonesiuebio
3} S90p MOH

£S19SSE S}l JO UoNIPUOD
pue aouewlopad ay}
ainseaw uonesiueblio
2y} S90p MOH

uonsand

upny

Sa1)IWIojUOdUOU
pue sjuapul
‘sain|ie} paje[al-lasse
1o uonebnsaau|

BurioyuoW UOIPUOD
pue 9dueWIONdd

uondung

SoL

66

S6

‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

333

10 Year Asset Management Plan | Appendices



Appendix F Disclosure schedules 11-13 continued

‘saAdalqo pue Abajels Juswabeuew
19sse 0} payul| sanbiuyda) pue ‘sjoo}
Mau Jo uoflen|eAs pue uonejuswajduwi
abueypd jo sa|dwex3 ‘uonisinboe
abpajmous 0} Bune|as aduapuodsaiiod
10 92USPIAT 'swno} [euolssajold
abueyoxa abpajmou uonedpiped
pue Bupjiewyduaq ‘spi0dal pue
syoafoid JuswdoaAap pue ydleasay

‘yoseasal pue saped Bupjiom

JO 92USPIAT "UONBWIOJUI B|CR|IRAR pUR
sanbiuyoay/sjooy uonesiwndo Jo asn
panoidwi bundspyal (se)ssadoid pue
(s)ainpadoud ul sabuey) pajuswaldui
pue paiojdxs Buiaq sanbiuyds} mau Jo
20UspIATg Juswaroidwi Jo uonelojdxs
21ewasAs Buimoys spioday

SMaIAD] 9dUBUSIUIRI
*SM3IASJ dduewlouad pue uonipuod
‘(se)ssed01d pue (s)ainpadoid
Juswabeuew 1asse 0] sabueyd
paploday ‘syefoid pue sswweiboid
juawanoidwy ‘syodal ypne ‘spodal
uonebnsanul ‘(s)ueld Juswabeuew
19SSY "SPJ023J UOIedIPOW ‘SanuIW
pue sajou Buneaw ‘spiodal sishjeuy

ojul PajUSWINI0P/PI0d3Y

*019 ‘sanbjuyosy

pue sjoo} mau bunuswa|dwi pue
Buipuswwodal ‘Bunenieas ‘bunebisanul
10} A uodsal yum uonesiuebio

ue ulyum ajdoad o1 ‘Abajens

‘Aa1jod s,uonesiuebio ayy 0} sebueyd
juswsa|dwi jey) sidoad ‘2bueyp, 10}
Bunojuow anbal 12y} SWa) SNoLeA
3y} Jojuow oym ajdoad Juawanoiduwi
|enuiuod sy Buipnpdul ‘waisAs
jJswabeuew jasse suonesiuebio

2y} buibeuew 1oy a|qisuodsal
weay/isbeuew ay] ‘uonesiuebio

a3 Jo wawabeuew doy sy

‘uonejuswa|duwl

pue juswdojanap Adijod 1o
9|qisuodsal siebeuely uswaroiduw
|enuiuod sy Buipnpdul ‘waisAs
juawabeuew }asse suonesiuebio
2y} buibeuew 1oy a|qisuodsal
weay/uabeuew ay] ‘uonesiuebio
8y Jo uswaebeuew doy ay |

*SUOIOR SANUSASIM PUE BAIIDD1I0D
Buibeuew pue Buiuue|d Joj a|qisuodsal
14e)1S "swea) uonebnsaAul JuspldUl pue
1Ipny 's1asse oy} Jo Juswabeuew ay)
104 AjIqIsuodsal [[RI9A0 YUM wes) sy
‘(s)aanpadoud uswabeuew jasse s} 1of
3|qisuodsal wea} Juswabeuew ay |

ouym

IAIDR SIY} 0} yoeoudde
s,uonesiuebio ue saiojdxa uonsanb

siyl -ojeudoidde se wayy sjuswa|dwy
pue uonesiuebio umo sy o3} AjjIgenns 1o
way} sajenjeas ‘anosdwi 03 saipunuoddo
yons Aue sayiuapl )l 1y} aessuowap

01 3|qe aq ||Im uonesiuebio ayL
qeded pue yoeoidde juswabeuew
19sse sy Bunoaye sbuiyy ||e Jo abpamou
S} puedxa 0} $3%93s Aj|enuniuod 3 jeyl
2leJISUOWSP O} d|ge 3] ||IM (SPIDPUDIS
9 S §S SVd 2y1 Aq “6°3) SIU} SB0P YoIUM
uonesiuebio uy 219 ‘s|ooy (so)ssed0id
“uawdinba apnjpul ued sbuiyy mau
9say 1 "19xIew oy uo ale sbuiyy mau,
1eUM 1€ 00| 0} 8seq abpajmouy pue
salepunoq Bunsixa sy puokaq s300|
uonesjuefio ue alsym si Juswaroidwl
|enuniuod Jo 3oadse juepodwi auQ

‘(paulwexa

Aj21e1Rdas 818 YdIYM) JIPNE PUB SMIIADL
18y} JBYIRI SwsiueydaW JuswaAoiduwl
1ewalsAs 10} Bupjoo|—eale siyy ul
qeded s,uonesjuebio ue saio|dxa
uonsanb siy] ‘91242 81| 8Y} SSOIOE S}OSSE
10 uoNIPUOd/doUBWLIONSd PUE S 150D
Jo uonesiwndo u Juswaaoidwi [enuRuod
s)eJISuoWap 0} Juswalnbai e s| a1y}
Ajjeaynads Juswanoidwi [enunRuod
aAsIyde 0} suonoe Bunuawadwi pue
Buisnuond ‘Buissasse ‘BuiAyuapl 10y
(s)aianpadoud/(sa)ssad0id ulejuiew pue
swaldw ‘ysiigelss o} sjuswaiinbai
aARY spiepuels WY Pasn Alapim

‘wa)sAs Juswabeuew josse ay} 0}

SpeW 918 U0 9AD3110D 10 dAnuSARId
wouy Buisue sabueyd A1essadau jeyy
21inbal os|e spiepuels WY pasn AlopIm
‘uaddey Juspidul 84} JO SdUBLINDBI

e pjnoys ade|d u ase sjuswabuele
ajendoudde jeyy ainsus pue ojyoid

sl sassaulsng e 0} sabueyd ssasse 0}
}nsal e se uaye)} ale suonoe aleudoidde
J1 |nyasn Ajuo a.e suonebisaaul ainjiey
U JUSPIDU "SISNED J00I SSBIPPE O}
SUONOE 9A1D8.1100 pue aAleIUSASId
juawsa|dwi o} pasinbai s| uonesiuebio
ue ‘saduanbasuod 1oy} ayebiiw

0} UOI1oB USXe) PUB ‘S9OUBWIOJU0D

-Uou pue SjUSPIdUI ‘SaIN|iey

pajejal 1osse pajebisanul buiney

Aum

'10}295 N0
Wauaq pinod jey; sayoeoidde pue saibojouyda} mau Ayuapi 03 sdjay
510309 J8Y30 ssouoe Bulpnjoul Bupjiomiau peolg ‘maj e aweu oy isnf
“0afoid uonesijeuonel wiele pue sapesbdn waisAs a1ua) |0U0D
“Jeabyonms aal) 94S ‘suonedijdde aiemyos se yons seale je buiyoo|
sl uouQ "suonesiuebio 19ad pue s1911ddns Yim suoleAOUU MBU INO
%995 pue SJUaAS Aisnpul puaye o} Jjels sii sabeinodus ZN UoUO

suondo uogied mo| Jayjo pue s, A3 — suondo uondwnsuod maN

suondo Juswabeuew pue uoiewIojul
anoidw uieh 0} pajqeusd s1awolsnd — ABojouydsy [eHBIp padueApY

(pum pue Iejos) 1omod umo
119y} Bunelauab Jawoisnd — (¥3Q) se2inosay ABiaug paingiisig

*9seaIdU| 0} PaJOadXa Bl pue YIoMIdU Jua.LINd a3 1eduw 0} Builels
a1e sjuawalnbal puewap ANdLSS pue saibojouydal moN “pauueld
os|e s| uonesnBIp pue elep JO MaIASI [N} Y "SBIAISS pue aduewopad
310M}BU 10} SjusWaINbal Juswaaoidwi [enunuod No Aej 0} dewpeo.
uonewIosueR.] 3iomiau e BuidojaAap st uouQ "abueyd 0} 400 os|e

0} SPaaU 3IoMIaU 3y} ‘9BURYD SI9SN PUS SUOLIO JO SPAU Y} SY

“]043U0D Japun s3s0d daay 0} sdjay yoeoidde pauued siy) ‘aieudoidde
se papuny a1niny pue pajebnsanul ale saunyuoddo Juswanoidw)|
‘Allenuue 1ses| 1e pajepdn pue pamalAal a1e sainpadoid pajuswndoq

‘JuswaAoidul [BNUUOD S1RY|IDR) PUE SIUSAS WOy sBuluIes)
Ajnuapi 01 smainal A1sjes pue Bulsauibus y10g N0 Sa1IeD UOLQO

'ssa00.d S|y} 1sisse 03 pasn aq Aew ddewold ‘paynuapl

sdeb pue ino paddew Buiaq si SaIAIIOE YoM ddueuSURW Bupouow
10} ssado0.d Juaund ay] ‘sisAjeue Ayjigel|al 19Sse aininy 10} elep 19sse
panoidwi apiroid 0} 400| 0} AeMISpUN S| SSIHAIDE %I0M ddUBUSUIRW
19sse pauueld jo Bupiodas pue Buuojuow sy} ul sjuswaaocsdw)

Alewwing—asuapiag

S°¢

21038

Juonesiueblio ayy 0}
Wauaq [epusiod Jdy:
2ien|eAs pue ‘saonoeld
pue ABojouyda}

pajejas Juswabeuew
19sse Mau noqe
abpajmous asinboe
pue >aas uonesiuebio
3y} S90p MOH

9194 ay1| Bj0yM Bu
$S010€ SWalsAs 19sse
pue S}asse Jo uolIpuod
pue souewlopad ayy
pue ssu pajejas josse
‘51502 JO UONeUIGWOD
Jewndo ay ui
Juawaoidwi |eNURUOD
analyoe uonesiueblio
3y} So0p MOH

£92UBWIONIOD

uou pue adueuopad
Jood paynuap! jo
sasned ay Juanaid Jo
2jeulwIe 0} suonde
annuanaid Jo/pue
9A1109.1100 djendoidde
a1eBisul uonesiuebio
3y} S90p MOH

uonsand

uswanoldw|

|enupuod =113
uswanoldw|

|enupuod €l

UoI12€ SANRIUSASIY

’® SAIDB1I0D 601

uondung ‘ON

panupuod Ajunjew juswabeuew }asse uo Hoday g1 3Npayds

imited

Orion New Zealand L

334



Appendix F Disclosure schedules 11-13 continued

“UDSS SIUBPINS B} PUD
9502 3YJ SI SIY) AUM UONISS SIUBPINT
S} U BJOU O] PISIAPD S| JOSSISSD S|

‘piepuels
pasiubodal e ul N0 19s suswaiinbal
yum Aidwod 0} palinbai piepueis ayy

ssedins (sa)ssad0id s,uonesiuebio ay |

‘plepuels
pasiubodal e Ul 1IN0 1S Sjuawalinbal
yum Aldwod 0} palinbal piepuels ay}

ssedins (sa)ssed0id s,uonesiuebio ay|

‘piepuels
pasiubodal e Ul N0 19s syuswalinbal
yum Aldwod 0} palinbal piepuess ayy

ssedins (sa)ssado.d s,uonesiuebio ay|

¥ 1997 Aumie

sjuswdojanap areudoidde

Buisn saniAioe uswabeuew 19sse s)
SOAJ0AS pue sadoeId MBU SBjeNn|eAd
pue sajebiisanul A[9AIDY ‘S92USIJUOD
1UeAS[2) puUR S3IPOQ |euoissajold
‘sisuonnoeid juswabeuew 1asse
13410 yum Ajleussixa pue Ajjeusaiul
sabebua AjoAnoe uonesiuebio syl

‘paiidde AjjeanewsisAs bulaqg aie

91242 81| 9]0ym By} ssoide pabeuew
S19SSE 10} UONIPUOD pue dduewouad
{S11 1SO JO UONEIBPISUOD SPN|IUI YDIYM
(s@)ssao0.1d Juswanoidwi snonuiUOd
1B} MOYS O] 92USPIAS S| 818y

‘Jpne 1o
uonenjes asueldwod ‘suonebisanul
Aq paunuap! syuspidul Jo aouel|dwod
UOU JO S9SNED J00. SSBIPPE 0} SUONOER

9A11991100 pue dARUSA3Id Jo uoneBr
J1eWwalsAs 8y} 10§ SAIDAYS pue
2oe|d ul A3US)SISUOD a1e SWSIUBYIDN

€ 19897 Aiumey

‘Way} 21eN|eAd 0} S329s
pue saooeld Juswabeuew }9Sse 10109S
01 ,mau, AJjusp! 10 ‘pue aJeys 0} J0}3s
UIyIM UoNeDIUNWIWOD Juswabeuew
19sse pajeniul sey uonesiuebio ayl

‘paljdde AjjeonewsaisAs

Bulaq 194 10u S 31 Ing 9|24 8y1| B]OYM
3y} ssode pabeuew s}asse 10}
UOIPUOD pue ddueWLONAd YSl 1SO JO
UOI1RIDPISUOD SPN[dUl PUE INO }8S e
(se)sseo0ud Juswanoidwi snonupuoD

-aoeld Ul

Apuaisisuodul Jo Ajenued Ajuo s 3| upne
10 uonen|eAs adueldwod ‘suonebnsaaul
syapioul Jo ddueldwod
UOU JO S9SNED J00. SSBIPPE 0] SUOHdR
BAI1D9.1100 pue dANUSASId Jo uonebnsul
onewalsAs 1oy paziubodal si pasau ay |

Z 19897 Aiumey

‘yoeoidde doy-py ‘Aldde

PIN0D 1Y) SEAPI MAU pue ddNeId
poob padojanap aAeY S10103S 19Y10
pue d4153ds 10}03s jou s Juswabeuew
19s5s€ Jey) sasiubosal 1 Janamoy
‘Buiyoo| piemul s| uonesiueblo ayg

“SIBALIP 19SSe B} A|

S19A0 10 pue ‘papels uaaq isnf sey
1 Janemoy ‘[ediduaq se pasiubodas
I SOY}8 JusWaAoIdW| [BNURUOD

‘woalshAs
juawabeuew 1@sse 8y} 10U Inq S1asse Jo
Sain|iey SS2IPPE 0] SUOIOE SANDSII0D 10}
uonejuawa|duwi 20y-pe si 819y ‘suonoe

dAIuaAa1d 10 aARa.1100 Buneb
0} sayoeoidde dieWa)SAS aAeY O}
pasau sy} sasiubodal uonesiuebio sy |

1 19897 Auniey

saonoeld
10 ABojouyoe) paje|al Juswabeuew
19sse mau 1noge abpajmou %aas 01
1dwane ou sexew uonesiuebio ayL

*aNss| dY} PaIAPISUOD

Jou sey 1o quawainbai e 3q 0} s1010e)
sy} Jo Juswanoidwl [enupuod
J19pISUOd J0U SB0p uonesiuebio ay |

‘suonoe

aAluaAald 1o aARda1100 Bunebisul oy
sayoeoidde di3eWS}SAS 9ARY O} Paau ay}
asiubodal jou saop uonesiuebio ay|

0 19A97 Ajiniey

suonesiueblio ayy

o} yauaq [epualod Jiay)
ajenjeAs pue ‘sadnoeid
pue ABojouyda}

paje|al Juswabeuew
19Sse mau 1noge
abpajmou ainboe

pue %995 uonesiuebio
3} S90p MOH

31940 41| BjoUm By
SS0IDR SWI)SAS j19sse
pue S}9SSe Jo uonIpuod
pue aouewiopad ay}
pue SYSl paje|al }osse
‘S1S02 JO UONRUIqUIoD
lewndo ayy ut
juswaAoldwi [enupuod
analyoe uonesiueblio
9y} S90p MOH

£9OUBWIOJIOD
uou pue ssueunouad
1ood paynusp! jo
sasned ay} Juanaid 1o
o1eulWI@ 0] suonde
aAnuanaid Jo/pue
SAI1091100 djeudoldde
a1ebisul uonesiueblio
3y} se0p MOH

uonsand

awanoidw|
lenuguod Sl
jswanosdw
lenupuod €Ll

UoI10e SANRIUSASI

' SAIDB1I0D 601

uondung ‘ON

panupuod Ajunjew juswabeuew jasse uo poday g1 3Npayds

335

10 Year Asset Management Plan | Appendices



Appendix G Mandatory explanatory notes on forecast information

Company name: Orion NZ Ltd

For year ended: 31 March 2022

Schedule 14a Mandatory explanatory notes on forecast information

Box 1: Comment on the difference between nominal and constant price capital expenditure forecasts
In our AMP we have disclosed our:

« constant price (real) opex and capex forecasts

« nominal opex and capex forecasts for the ten years FY22 to FY31 inclusive.

In escalating our real forecasts to nominal forecasts, we have:
« split our forecast opex and capex into a number of groups

- forecast an escalation index for each group that represents a reasonable proxy for forecast movements in unit costs
for each group

- applied the forecast escalation indices for the ten-year forecast period.

We applied forecast opex and capex escalators as follows:

« network labour — NZIER labour index forecasts to FY24, extrapolated by PwC to FY31

» non-network labour — NZIER forecasts to FY24, extrapolated by PwC to FY31

« other — NZIER producer price index (PPI) forecasts to FY25, extrapolated by PwC to FY31.

Box 2: Comment on the difference between nominal and constant price operational expenditure forecasts

« Please refer to Box 1above.
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Appendix H Certificate for year-beginning disclosures
Schedule 17. Certificate for year-beginning disclosures

We, Jane Taylor and Bruce Gemmell, being directors of Orion New Zealand Limited certify that, having made all reasonable
enquiry, to the best of our knowledge:

a) the following attached information of Orion New Zealand Limited prepared for the purposes of clauses 2.6.1 and 2.6.6
of the Electricity Distribution Disclosure Determination 2012 in all material respects complies with that determination.

b) The prospective financial or non-financial information included in the attached information has been measured on a
basis consistent with regulatory requirements or recognised industry standards.

c) The forecasts in Schedules 11a, 11b, 12a, 12b12¢ and 12d are based on objective and reasonable assumptions which
both align with Orion New Zealand’s corporate vision and strategy and are documented in retained records.

28 March 2022

Director Date

25 March 2022

Director Date

10 Year Asset Management Plan | Appendices 337






10 Year Asset Management Plan | Section1 | Summary 339



Orion New Zealand Limited
565 Wairakei Road

PO Box 13896
Christchurch 8140

+64 33639898
oriongroup.co.nz
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